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Preface
Introduction and Background

This textbook is designed to reflect the dynamic nature of the field of risk management as an introduction
to intermediate-level students. The catastrophes of the first decade of the new millennium, including the
credit crisis of 2008—2009, are well depicted and used to illustrate the myriad of old and new risks of our
times. With such major man-made and natural catastrophes, this field is of utmost importance for
sustainability. The need to educate students to consider risks at every phase in a business undertaking is

central, and this textbook provides such educational foundation.

This field requires timeliness as new risk management techniques and products are being developed in
response to risks derived from innovations and sophistication. As such, this book allows the reader to be
on the forefront of knowledge in the arena of risk management. Tomorrow’s leaders in business and
politics and tomorrow’s citizens, consumers, and voters need to understand risks to make successful

decisions. This book provides you with the background for doing so.

With the pedagogical enhancements and the ability to make changes dynamically, this textbook brings the
best to educators. An important advantage of this book’s publication format is that it can be updated in
real time online as new risks appear (e.g., pandemic risk, financial crisis, terrorist attacks). Risk

management consequences can be discussed immediately.

The management of risk is, essentially, the strategy for surviving and thriving in a volatile, uncertain,
complex, and ambiguous world. Prior to the industrial revolution and the advanced communication age,
decisions could be made easily using heuristics or “gut level feel” based on past experience. As long as the
world faced by the decision maker was more or less the same as that faced yesterday, gut level decision
making worked fairly well. The consequences of failure were concentrated in small locations. Entire
villages were extinguished due to lack of crop risk planning or diseases. There were no systemic
contagious interlocking risks, such as those that brought the financial markets to their knees worldwide in

2008—-2009.
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Today the stakes are higher; the decision making is more complex, and consequences more severe, global,
and fundamental. Risk managers have become part of executive teams with titles, such as chief risk officer
(CRO), and are empowered to bridge across all business activities with short-term, long-term, and far-
reaching goals. The credit crisis revealed that lack of understanding of risks, and their combined and
correlated ramifications has far-reaching consequences worldwide. The study of risk management is
designed to give business stakeholders the weapons necessary to foresee and combat potential calamities
both internal to the business and external to society overall. The “green movement” is an important risk

management focus.

At the time of this writing (December 2009), more than 190 nations’ leaders are gathered at the
Copenhagen Climate Summit to come to some resolutions about saving Earth. The evolution into
industrialized nations brought a sense of urgency to finding risk management solutions to risks posed by
the supply chain of production with wastes flowing into the environment, polluting the air and waters.
The rapid population growth in countries such as China and India that joined the industrialized nations
accelerated the ecological destruction of the water and air and has impacted our food chain. The UN 2005
World Millennium Ecosystem Report—a document written by thousands of scientists—displays a gloomy
picture of the current and expected future situation of our air, water, land, flora, and fauna. The

environmental issue has become important on risk managers’ agendas.

Other global worries that fall into the risk management arena are new diseases, such as the mutation in
the HINZ1 (swine) flu virus with the bird flu (50 percent mortality rate of infected). One of China’s leading
disease experts and the director of the Guangzhou Institute of Respiratory Diseases predicted that the
combined effect of both HIN1 (swine) and the H5N1 (bird) flu viruses could become a disastrous deadly
hybrid with high mortality due to its efficient transmission among people. With systemic and pervasive
travel and communication, such diseases are no longer localized environmental risks and are at the
forefront of both individuals’ and firms’ risks.

With these global risks in mind and other types of risks, as are featured throughout the textbook, this

book enables students to work with risks effectively. In addition, you will be able to launch your
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professional career with a deep sense of understanding of the importance of the long-term handling of

risks.

Critical to the modern management of risk is the realization that all risks should be treated in a holistic,
global, and integrated manner, as opposed to having individual divisions within a firm treating the risk
separately. Enterprise-wide risk management was named one of the top ten breakthrough ideas in
business by the Harvard Business Review in 2004. ™ Throughout, this book also takes this enterprise risk

management perspective as well.

Features

e An emphasis on the big picture—the Links section. Every chapter begins with an
introduction and a links section to highlight the relationships between various concepts and
components of risk and risk management, so that students know how the pieces fit together. This
feature is to ensure the holistic aspects of risk management are always upfront.

e Every chapter is focused on the risk management aspects. While many solutions are
insurance solutions, the main objective of this textbook is to ensure the student realizes the fact
that insurance is a risk management solution. As such there are details explaining insurance in
many chapters—from the nature of insurance in Chapter 6 "The Insurance Solution and
Institutions”, to insurance operations and markets in Chapter 7 "Insurance
Operations™ and Chapter 8 "Insurance Markets and Regulation”, to specifics of insurance
contracts and insurance coverage throughout the whole text.

e Chapter 1 "The Nature of Risk: Losses and Opportunities"and Chapter 2 "Risk
Measurement and Metrics" are completely dedicated to explaining risks and risk
measurement.

e Chapter 3 "Risk Attitudes: Expected Utility Theory and Demand for Hedging" was
created by Dr. Puneet Prakash to introduce the concepts of attitudes toward risk

and the solutions.
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e Chapter 4 "Evolving Risk Management: Fundamental Tools" and Chapter 5 "The
Evolution of Risk Management: Enterprise Risk Management" provide risk
management techniques along with financial risk management.

e Chapter 17 "Life Cycle Financial Risks"—Chapter 22 "Employment and Individual
Health Risk Management"focus on all aspects of risk management throughout the
life cycle. These can be used to study employee benefits as a special course.

e Cases are embedded within each chapter, and boxes feature issues that represent ethical
dilemmas. Chapter 23 "Cases in Holistic Risk Management" provides extra risk management and
employee benefits cases.

e Student-friendly. A clear, readable writing style helps to keep a complicated subject from

becoming overwhelming. Most important is the pedagogical structure.

[1] L. Buchanan, “Breakthrough Ideas for 2004,” Harvard Business Review 2 (2004): 13—-16.
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Chapter 1
The Nature of Risk: Losses and Opportunities

In his novel A Tale of Two Cities, set during the French Revolution of the late eighteenth century, Charles
Dickens wrote, “It was the best of times; it was the worst of times.” Dickens may have been premature,

since the same might well be said now, at the beginning of the twenty-first century.

When we think of large risks, we often think in terms of natural hazards such as hurricanes, earthquakes,
or tornados. Perhaps man-made disasters come to mind—such as the terrorist attacks that occurred in the
United States on September 11, 2001. We typically have overlooked financial crises, such as the credit
crisis of 2008. However, these types of man-made disasters have the potential to devastate the global
marketplace. Losses in multiple trillions of dollars and in much human suffering and insecurity are
already being totaled as the U.S. Congress fights over a $700 billion bailout. The financial markets are

collapsing as never before seen.

Many observers consider this credit crunch, brought on by subprime mortgage lending and deregulation
of the credit industry, to be the worst global financial calamity ever. Its unprecedented worldwide
consequences have hit country after country—in many cases even harder than they hit the United
States. ! The world is now a global village; we're so fundamentally connected that past regional disasters

can no longer be contained locally.

We can attribute the 2008 collapse to financially risky behavior of a magnitude never before experienced.
Its implications dwarf any other disastrous events. The 2008 U.S. credit markets were a financial house of

cards with a faulty foundation built by unethical behavior in the financial markets:
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1. Lenders gave home mortgages without prudent risk management to underqualified home buyers,
starting the so-called subprime mortgage crisis.

2. Many mortgages, including subprime mortgages, were bundled into new instruments called
mortgage-backed securities, which were guaranteed by U.S. government agencies such as Fannie
Mae and Freddie Mac.

3. These new bundled instruments were sold to financial institutions around the world. Bundling
the investments gave these institutions the impression that the diversification effect would in
some way protect them from risk.

4. Guarantees that were supposed to safeguard these instruments, called credit default swaps, were
designed to take care of an assumed few defaults on loans, but they needed to safeguard against a
systemic failure of many loans.

5. Home prices started to decline simultaneously as many of the unqualified subprime mortgage
holders had to begin paying larger monthly payments. They could not refinance at lower interest
rates as rates rose after the 9/11 attacks.

6. These subprime mortgage holders started to default on their loans. This dramatically increased
the number of foreclosures, causing nonperformance on some mortgage-backed securities.

7. Financial institutions guaranteeing the mortgage loans did not have the appropriate backing to
sustain the large number of defaults. These firms thus lost ground, including one of the largest
global insurers, AIG (American International Group).

8. Many large global financial institutions became insolvent, bringing the whole financial world to
the brink of collapse and halting the credit markets.

9. Individuals and institutions such as banks lost confidence in the ability of other parties to repay
loans, causing credit to freeze up.

10. Governments had to get into the action and bail many of these institutions out as a last resort.
This unfroze the credit mechanism that propels economic activity by enabling lenders to lend

again.

As we can see, a basic lack of risk management (and regulators’ inattention or inability to control these

overt failures) lay at the heart of the global credit crisis. This crisis started with a lack of improperly

Saylor URL: http://www.saylor.org/books Saylor.org
7



http://creativecommons.org/licenses/by-nc-sa/3.0/
http://www.saylor.org/books

underwritten mortgages and excessive debt. Companies depend on loans and lines of credit to conduct
their routine business. If such credit lines dry up, production slows down and brings the global economy
to the brink of deep recession—or even depression. The snowballing effect of this failure to manage the
risk associated with providing mortgage loans to unqualified home buyers has been profound, indeed. The
world is in a global crisis due to the prevailing (in)action by companies and regulators who ignored and
thereby increased some of the major risks associated with mortgage defaults. When the stock markets
were going up and homeowners were paying their mortgages, everything looked fine and profit
opportunities abounded. But what goes up must come down, as Flannery O’Conner once wrote. When
interest rates rose and home prices declined, mortgage defaults became more common. This caused the
expected bundled mortgage-backed securities to fail. When the mortgages failed because of greater risk

taking on Wall Street, the entire house of cards collapsed.

Additional financial instruments (called credit derivatives) * gave the illusion of insuring the financial
risk of the bundled collateralized mortgages without actually having a true foundation—claims, that
underlie all of risk management. ¥’ Lehman Brothers represented the largest bankruptcy in history, which
meant that the U.S. government (in essence) nationalized banks and insurance giant AIG. This, in turn,
killed Wall Street as we previously knew it and brought about the restructuring of government’s role in
society. We can lay all of this at the feet of the investment banking industry and their inadequate risk
recognition and management. Probably no other risk-related event has had, and will continue to have, as
profound an impact worldwide as this risk management failure (and this includes the terrorist attacks of
9/11). Ramifications of this risk management failure will echo for decades. It will affect all voters and

taxpayers throughout the world and potentially change the very structure of American government.

How was risk in this situation so badly managed? What could firms and individuals have done to protect
themselves? How can government measure such risks (beforehand) to regulate and control them? These
and other questions come immediately to mind when we contemplate the fateful consequences of this risk

management fiasco.
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With his widely acclaimed book Against the Gods: The Remarkable Story of Risk (New York City: John
Wiley & Sons, 1996), Peter L. Bernstein teaches us how human beings have progressed so magnificently
with their mathematics and statistics to overcome the unknown and the uncertainty associated with risk.
However, no one fully practiced his plans of how to utilize the insights gained from this remarkable
intellectual progression. The terrorist events of September 11, 2001; Hurricanes Katrina, Wilma, and Rita
in 2005 and Hurricane lke in 2008; and the financial meltdown of September 2008 have shown that
knowledge of risk management has never, in our long history, been more important. Standard risk
management practice would have identified subprime mortgages and their bundling into mortgage-
backed securities as high risk. As such, people would have avoided these investments or wouldn’t have put
enough money into reserve to be able to withstand defaults. This did not happen. Accordingly, this book
may represent one of the most critical topics of study that the student of the twenty-first century could

ever undertake.

Risk management will be a major focal point of business and societal decision making in the twenty-first
century. A separate focused field of study, it draws on core knowledge bases from law, engineering,
finance, economics, medicine, psychology, accounting, mathematics, statistics, and other fields to create a
holistic decision-making framework that is sustainable and value-enhancing. This is the subject of this

book.

In this chapter we discuss the following:
1. Links
2. The notion and definition of risks
3. Attitudes toward risks
4. Types of risk exposures

5. Perils and hazards

[1] David J. Lynch, “Global Financial Crisis May Hit Hardest Outside U.S.,” USA Today, October
30, 2008. The initial thought that the trouble was more a U.S. isolated trouble “laid low by a

Wall Street culture of heedless risk-taking” and the thinking was that “the U.S. will lose its
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status as the superpower of the global financial system.... Now everyone realizes they are in this
global mess together. Reflecting that shared fate, Asian and European leaders gathered
Saturday in Beijing to brainstorm ahead of a Nov. 15 international financial summit in

Washington, D.C.”

[2] In essence, a credit derivative is a financial instrument issued by one firm, which guarantees
payment for contracts of another party. The guarantees are provided under a second contract.
Should the issuer of the second contract not perform—for example, by defaulting or going
bankrupt—the second contract goes into effect. When the mortgages defaulted, the supposed
guarantor did not have enough money to pay their contract obligations. This caused others
(who were counting on the payment) to default as well on other obligations. This snowball
effect then caused others to default, and so forth. It became a chain reaction that generated a

global financial market collapse.

[3] This lack of risk management cannot be blamed on lack of warning of the risk alone.
Regulators and firms were warned to adhere to risk management procedures. However, these
warnings were ignored in pursuit of profit and “free markets.” See “The Crash: Risk and
Regulation, What Went Wrong” by Anthony Faiola, Ellen Nakashima, and Jill Drew, Washington
Post, October 15, 2008, AO1.
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1.1 Links

Our “links” section in each chapter ties each concept and objective in the chapter into the realm of globally
or holistically managing risk. The solutions to risk problems require a compilation of techniques and
perspectives, shown as the pieces completing a puzzle of the myriad of personal and business risks we
face. These are shown in the “connection” puzzle in Figure 1.1 "Complete Picture of the Holistic Risk
Puzzle". As we progress through the text, each chapter will begin with a connection section to show how

links between personal and enterprise holistic risk picture arise.

Figure 1.1 Complete Picture of the Holistic Risk Puzzle
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Even in chapters that you may not think apply to the individual, such as commercial risk, the connection

will highlight the underlying relationships among different risks. Today, management of personal and
commercial risks requires coordination of all facets of the risk spectrum. On a national level, we
experienced the move toward holistic risk management with the creation of the Department of Homeland
Security after the terrorist attacks of September 11, 2001. "' After Hurricane Katrina struck in 2005, the

impasse among local, state, and federal officials elevated the need for coordination to achieve efficient
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holistic risk management in the event of a megacatastrophe. '’ The global financial crisis of 2008 created
unprecedented coordination of regulatory actions across countries and, further, governmental
involvement in managing risk at the enterprise level—essentially a global holistic approach to

managing systemic financial risk. Systemic risk is a risk that affects everything, as opposed to
individuals being involved in risky enterprises. In the next section, we define all types of risks more

formally.

[1] See http://www.dhs.gov/dhspublic/.

[2] The student is invited to read archival articles from all media sources about the calamity of
the poor response to the floods in New Orleans. The insurance studies of Virginia
Commonwealth University held a town hall meeting the week after Katrina to discuss the
natural and man-made disasters and their impact both financially and socially. The PowerPoint

basis for the discussion is available to the readers.
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1.2 The Notion and Definition of Risk

LEARNING OBJECTIVES

e In this section, you will learn the concept of risk and differentiate between risk and
uncertainty.
e You will build the definition of risk as a consequence of uncertainty and within a

continuum of decision-making roles.

The notion of “risk” and its ramifications permeate decision-making processes in each individual’s life and
business outcomes and of society itself. Indeed, risk, and how it is managed, are critical aspects of
decision making at all levels. We must evaluate profit opportunities in business and in personal terms in
terms of the countervailing risks they engender. We must evaluate solutions to problems (global, political,
financial, and individual) on a risk-cost, cost-benefit basis rather than on an absolute basis. Because of
risk’s all-pervasive presence in our daily lives, you might be surprised that the word “risk” is hard to pin
down. For example, what does a businessperson mean when he or she says, “This project should be
rejected since it is too risky”? Does it mean that the amount of loss is too high or that the expected value of
the loss is high? Is the expected profit on the project too small to justify the consequent risk exposure and
the potential losses that might ensue? The reality is that the term “risk” (as used in the English language)
is ambiguous in this regard. One might use any of the previous interpretations. Thus, professionals try to
use different words to delineate each of these different interpretations. We will discuss possible

interpretations in what follows.

Risk as a Consequence of Uncertainty

We all have a personal intuition about what we mean by the term “risk.” We all use and interpret the word
daily. We have all felt the excitement, anticipation, or anxiety of facing a new and uncertain event (the
“tingling” aspect of risk taking). Thus, actually giving a single unambiguous definition of what we mean by
the notion of “risk” proves to be somewhat difficult. The word “risk” is used in many different contexts.

Further, the word takes many different interpretations in these varied contexts. In all cases, however, the

Saylor URL: http://www.saylor.org/books Saylor.org
13



http://creativecommons.org/licenses/by-nc-sa/3.0/
http://www.saylor.org/books

notion of risk is inextricably linked to the notion of uncertainty. We provide here a simple definition of

uncertainty: Uncertainty is having two potential outcomes for an event or situation.

Certainty refers to knowing something will happen or won't happen. We may experience no doubt in
certain situations. Nonperfect predictability arises in uncertain situations. Uncertainty causes the
emotional (or physical) anxiety or excitement felt in uncertain volatile situations. Gambling and
participation in extreme sports provide examples. Uncertainty causes us to take precautions. We simply
need to avoid certain business activities or involvements that we consider too risky. For example,
uncertainty causes mortgage issuers to demand property purchase insurance. The person or corporation
occupying the mortgage-funded property must purchase insurance on real estate if we intend to lend
them money. If we knew, without a doubt, that something bad was about to occur, we would call it
apprehension or dread. It wouldn’t be risk because it would be predictable. Risk will be forever,

inextricably linked to uncertainty.

As we all know, certainty is elusive. Uncertainty and risk are pervasive. While we typically associate “risk”
with unpleasant or negative events, in reality some risky situations can result in positive outcomes. Take,
for example, venture capital investing or entrepreneurial endeavors. Uncertainty about which of several
possible outcomes will occur circumscribes the meaning of risk. Uncertainty lies behind the definition of

risk.

While we link the concept of risk with the notion of uncertainty, risk isn’t synonymous with uncertainty. A
person experiencing the flu is not necessarily the same as the virus causing the flu. Risk isn’t the same as
the underlying prerequisite of uncertainty. Risk (intuitively and formally) has to do with consequences
(both positive and negative); it involves having more than two possible outcomes (uncertainty). 'The
consequences can be behavioral, psychological, or financial, to name a few. Uncertainty also creates
opportunities for gain and the potential for loss. Nevertheless, if no possibility of a negative outcome
arises at all, even remotely, then we usually do not refer to the situation as having risk (only uncertainty)

as shown in Figure 1.2 "Uncertainty as a Precondition to Risk".
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Figure 1.2

Uncertainty and Risk — A Simplified Model

States of World (Uncertainty) Consequences (Risk)

./

V

Table 1.1 Examples of Consequences That Represent Risks

Could or could not get
caught driving under the Loss of respect by peers (non-numerical); higher car insurance
influence of alcohol rates or cancellation of auto insurance at the extreme.

Potential variety in interest
rates over time Numerical variation in money returned from investment.

Various levels of real estate | Losses from financial instruments linked to mortgage defaults or
foreclosures some domino effect such as the one that starts this chapter.

Bad health changes (such as cancer and heart disease) and
Smoking cigarettes at various | problems shortening length and quality of life. Inability to

numbers per day contract with life insurance companies at favorable rates.

Power plant and automobile | Global warming, melting of ice caps, rising of oceans, increase in
emission of greenhouse intensity of weather events, displacement of populations; possible
gasses (CO,) extinction or mutations in some populations.
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In general, we widely believe in an a priori (previous to the event) relation between negative risk and
profitability. Namely, we believe that in a competitive economic market, we must take on a larger
possibility of negative risk if we are to achieve a higher return on an investment. Thus, we must take on a
larger possibility of negative risk to receive a favorable rate of return. Every opportunity involves both risk

and return.

The Role of Risk in Decision Making

In a world of uncertainty, we regard risk as encompassing the potential provision of both an opportunity
for gains as well as the negative prospect for losses. See Figure 1.3 "Roles (Objectives) Underlying the
Definition of Risk"—a Venn diagram to help you visualize risk-reward outcomes. For the enterprise and
for individuals, risk is a component to be considered within a general objective of maximizing value
associated with risk. Alternatively, we wish to minimize the dangers associated with financial collapse or
other adverse consequences. The right circle of the figure represents mitigation of adverse consequences
like failures. The left circle represents the opportunities of gains when risks are undertaken. As with most
Venn diagrams, the two circles intersect to create the set of opportunities for which people take on risk
(Circle 1) for reward (Circle 2).

Figure 1.3 Roles (Objectives) Underlying the Definition of Risk

Identify the overlapping area as the set in which we both minimize risk and maximize value.

Figure 1.3 "Roles (Objectives) Underlying the Definition of Risk™ will help you conceptualize the impact of
risk. Risk permeates the spectrum of decision making from goals of value maximization to goals of

insolvency minimization (in game theory terms, maximin). Here we see that we seek to add value from the
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opportunities presented by uncertainty (and its consequences). The overlapping area shows a tight focus
on minimizing the pure losses that might accompany insolvency or bankruptcy. The 2008 financial crisis
illustrates the consequences of exploiting opportunities presented by risk; of course, we must also account
for the risk and can’t ignore the requisite adverse consequences associated with insolvency. Ignoring risk
represents mismanagement of risk in the opportunity-seeking context. It can bring complete calamity and

total loss in the pure loss-avoidance context.

We will discuss this trade-off more in depth later in the book. Managing risks associated with the context
of minimization of losses has succeeded more than managing risks when we use an objective of value
maximization. People model catastrophic consequences that involve risk of loss and insolvency in natural
disaster contexts, using complex and innovative statistical techniques. On the other hand, risk
management within the context of maximizing value hasn’t yet adequately confronted the potential for
catastrophic consequences. The potential for catastrophic human-made financial risk is most dramatically
illustrated by the fall 2008 financial crisis. No catastrophic models were considered or developed to
counter managers’ value maximization objective, nor were regulators imposing risk constraints on the

catastrophic potential of the various financial derivative instruments.

Definitions of Risk

We previously noted that risk is a consequence of uncertainty—it isn’t uncertainty itself. To broadly cover
all possible scenarios, we don’t specify exactly what type of “consequence of uncertainty” we were
considering as risk. In the popular lexicon of the English language, the “consequence of uncertainty” is
that the observed outcome deviates from what we had expected. Consequences, you will recall, can be
positive or negative. If the deviation from what was expected is negative, we have the popular notion of

risk. “Risk” arises from a negative outcome, which may result from recognizing an uncertain situation.

If we try to get an ex-post (i.e., after the fact) risk measure, we can measure risk as the perceived
variability of future outcomes. Actual outcomes may differ from expectations. Such variability of future
outcomes corresponds to the economist’s notion of risk. Risk is intimately related to the “surprise an

outcome presents.” Various actual quantitative risk measurements provide the topic of Chapter 2 "Risk
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Measurement and Metrics". Another simple example appears by virtue of our day-to-day expectations.
For example, we expect to arrive on time to a particular destination. A variety of obstacles may stop us
from actually arriving on time. The obstacles may be within our own behavior or stand externally.
However, some uncertainty arises as to whether such an obstacle will happen, resulting in deviation from
our previous expectation. As another example, when American Airlines had to ground all their MD-80
planes for government-required inspections, many of us had to cancel our travel plans and couldn’t attend
important planned meetings and celebrations. Air travel always carries with it the possibility that we will
be grounded, which gives rise to uncertainty. In fact, we experienced this negative event because it was
externally imposed upon us. We thus experienced a loss because we deviated from our plans. Other
deviations from expectations could include being in an accident rather than a fun outing. The possibility
of lower-than-expected (negative) outcomes becomes central to the definition of risk, because so-called
losses produce the negative quality associated with not knowing the future. We must then manage the

negative consequences of the uncertain future. This is the essence of risk management.

Our perception of risk arises from our perception of and quantification of uncertainty. In scientific
settings and in actuarial and financial contexts, risk is usually expressed in terms of the probability of
occurrence of adverse events. In other fields, such as political risk assessment, risk may be very qualitative

or subjective. This is also the subject of Chapter 2 "Risk Measurement and Metrics".

KEY TAKEAWAYS

e Uncertainty is precursor to risk.

e Riskis a consequence of uncertainty; risk can be emotional, financial, or
reputational.

e The roles of Maximization of Value and Minimization of Losses form a continuum on
which risk is anchored.

e One consequence of uncertainty is that actual outcomes may vary from what is

expected and as such represents risk.
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DISCUSSION QUESTIONS

What is the relationship between uncertainty and risk?
What roles contribute to the definition of risk?
What examples fit under uncertainties and consequences? Which are the risks?

What is the formal definition of risk?

-

What examples can you cite of quantitative consequences of uncertainty and a

qualitative or emotional consequence of uncertainty?

[1] See http://www.dhs.gov/dhspublic/.
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1.3 Attitudes toward Risks

LEARNING OBJECTIVES

e In this section, you will learn that people’s attitudes toward risk affect their
decision making.

e You will learn about the three major types of “risk attitudes.”

An in-depth exploration into individual and firms’ attitudes toward risk appears in Chapter 3 "Risk
Attitudes: Expected Utility Theory and Demand for Hedging". Here we touch upon this important subject,
since it is key to understanding behavior associated with risk management activities. The following box
illustrates risk as a psychological process. Different people have different attitudes toward the risk-return
tradeoff. People are risk averse when they shy away from risks and prefer to have as much security and
certainty as is reasonably affordable in order to lower their discomfort level. They would be willing to pay
extra to have the security of knowing that unpleasant risks would be removed from their lives. Economists
and risk management professionals consider most people to be risk averse. So, why do people invest in the
stock market where they confront the possibility of losing everything? Perhaps they are also seeking the
highest value possible for their pensions and savings and believe that losses may not be pervasive—very

much unlike the situation in the fall of 2008.

A risk seeker, on the other hand, is not simply the person who hopes to maximize the value of
retirement investments by investing the stock market. Much like a gambler, a risk seeker is someone who
will enter into an endeavor (such as blackjack card games or slot machine gambling) as long as a positive

long run return on the money is possible, however unlikely.

Finally, an entity is said to be risk neutral when its risk preference lies in between these two extremes.
Risk neutral individuals will not pay extra to have the risk transferred to someone else, nor will they pay
to engage in a risky endeavor. To them, money is money. They don’t pay for insurance, nor will they

gamble. Economists consider most widely held or publicly traded corporations as making decisions in a

risk-neutral manner since their shareholders have the ability to diversify away risk—to take actions
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that seemingly are not related or have opposite effects, or to invest in many possible unrelated products or
entities such that the impact of any one event decreases the overall risk. Risks that the corporation might
choose to transfer remain for diversification. In the fall of 2008, everyone felt like a gambler. This
emphasizes just how fluidly risk lies on a continuum like that in Figure 1.3 "Roles (Objectives) Underlying
the Definition of Risk". Financial theories and research pay attention to the nature of the behavior of firms
in their pursuit to maximize value. Most theories agree that firms work within risk limits to ensure they do
not “go broke.” In the following box we provide a brief discussion of people’s attitudes toward risk. A more
elaborate discussion can be found inChapter 3 "Risk Attitudes: Expected Utility Theory and Demand for

Hedging".

Feelings Associated with Risk

Early in our lives, while protected by our parents, we enjoy security. But imagine yourself as your parents
(if you can) during the first years of your life. A game called “Risk Balls” was created to illustrate tangibly
how we handle and transfer risk. " See, for example, Figure 1.4 "Risk Balls" below. The balls represent
risks, such as dying prematurely, losing a home to fire, or losing one’s ability to earn an income because of
illness or injury. Risk balls bring the abstract and fortuitous (accidental or governed by chance) nature
of risk into a more tangible context. If you held these balls, you would want to dispose of them as soon as
you possibly could. One way to dispose of risks (represented by these risk balls) is by transferring the risk
to insurance companies or other firms that specialize in accepting risks. We will cover the benefits of

transferring risk in many chapters of this text.

Right now, we focus on the risk itself. What do you actually feelwhen you hold the risk balls? Most likely,
your answer would be, “insecurity and uneasiness.” We associate risks with fears. A person who is risk
averse—that is, a “normal person” who shies away from risk and prefers to have as much security and
certainty as possible—would wish to lower the level of fear. Professionals consider most of us risk averse.
We sleep better at night when we can transfer risk to the capital market. The capital market usually

appears to us as an insurance company or the community at large.
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As risk-averse individuals, we will often pay in excess of the expected cost just to achieve some certainty
about the future. When we pay an insurance premium, for example, we forgo wealth in exchange for an
insurer’s promise to pay covered losses. Some risk transfer professionals refer to premiums as an
exchange of a certain loss (the premium) for uncertain losses that may cause us to lose sleep. One
important aspect of this kind of exchange: premiums are larger than are expected losses. Those who are
willing to pay only the average loss as a premium would be considered risk neutral. Someone who accepts
risk at less than the average loss, perhaps even paying to add risk—such as through gambling—is a risk
seeker.

Figure 1.4Risk Balls

KEY TAKEAWAY

o Differentiate among the three risk attitudes that prevail in our lives—risk

averse, risk neutral, and risk seeker.

DISCUSSION QUESTIONS

1. Name three risk attitudes that people display.
2. How do those risk attitudes fits into roles that lie behind the definition of

risks?

[1] Etti G. Baranoff, “The Risk Balls Game: Transforming Risk and Insurance Into Tangible

Concept,” Risk Management & Insurance Review 4, no. 2 (2001): 51-59.
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1.4 Types of Risks—Risk Exposures

LEARNING OBJECTIVES

¢ In this section, you will learn what a risk professional means by exposure.

e You will also learn several different ways to split risk exposures according to
the risk types involved (pure versus speculative, systemic versus idiosyncratic,
diversifiable versus nondiversifiable).

e You will learn how enterprise-wide risk approaches combine risk categories.

Most risk professionals define risk in terms of an expected deviation of an occurrence from what they
expect—also known as anticipated variability. In common English language, many people continue to
use the word “risk” as a noun to describe the enterprise, property, person, or activity that will be exposed
to losses. In contrast, most insurance industry contracts and education and training materials use the
term exposure to describe the enterprise, property, person, or activity facing a potential loss. So a house
built on the coast near Galveston, Texas, is called an “exposure unit” for the potentiality of loss due to a
hurricane. Throughout this text, we will use the terms “exposure” and “risk” to note those units that are

exposed to losses.

Pure versus Speculative Risk Exposures

Some people say that Eskimos have a dozen or so words to name or describe snow. Likewise, professional

people who study risk use several words to designate what others intuitively and popularly know as “risk.”
Professionals note several different ideas for risk, depending on the particular aspect of the “consequences
of uncertainty” that they wish to consider. Using different terminology to describe different aspects of risk

allows risk professionals to reduce any confusion that might arise as they discuss risks.

As we noted in Table 1.2 "Examples of Pure versus Speculative Risk Exposures”, risk professionals often
differentiate between pure risk that features some chance of loss and no chance of gain (e.qg., fire risk,

flood risk, etc.) and those they refer to as speculative risk. Speculative risks feature a chance to either
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gain or lose (including investment risk, reputational risk, strategic risk, etc.). This distinction fits well
into Figure 1.3 "Roles (Objectives) Underlying the Definition of Risk™. The right-hand side focuses on
speculative risk. The left-hand side represents pure risk. Risk professionals find this distinction useful to

differentiate between types of risk.

Some risks can be transferred to a third party—like an insurance company. These third parties can
provide a useful “risk management solution.” Some situations, on the other hand, require risk transfers
that use capital markets, known as hedging or securitizations. Hedging refers to activities that are taken
to reduce or eliminate risks. Securitization is the packaging and transferring of insurance risks to the
capital markets through the issuance of a financial security. We explain such risk retention in Chapter 4
"Evolving Risk Management: Fundamental Tools" and Chapter 5 "The Evolution of Risk Management:
Enterprise Risk Management”. Risk retention is when a firm retains its risk. In essence it is self-
insuring against adverse contingencies out of its own cash flows. For example, firms might prefer to
capture up-side return potential at the same time that they mitigate while mitigating the downside loss

potential.

In the business environment, when evaluating the expected financial returns from the introduction of a
new product (which represents speculative risk), other issues concerning product liability must be
considered. Product liability refers to the possibility that a manufacturer may be liable for harm caused

by use of its product, even if the manufacturer was reasonable in producing it.

Table 1.2 "Examples of Pure versus Speculative Risk Exposures"”provides examples of the pure versus
speculative risks dichotomy as a way to cross classify risks. The examples provided in Table 1.2 "Examples
of Pure versus Speculative Risk Exposures" are not always a perfect fit into the pure versus speculative
risk dichotomy since each exposure might be regarded in alternative ways. Operational risks, for example,
can be regarded as operations that can cause only loss or operations that can provide also gain. However,

if it is more specifically defined, the risks can be more clearly categorized.
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The simultaneous consideration of pure and speculative risks within the objectives continuum of Figure

1.3 "Roles (Objectives) Underlying the Definition of Risk" is an approach to managing risk, which is

known as enterprise risk management (ERM). ERM is one of today’s key risk management

approaches. It considers all risks simultaneously and manages risk in a holistic or enterprise-wide (and

risk-wide) context. ERM was listed by the Harvard Business Review as one of the key breakthrough areas

in their 2004 evaluation of strategic management approaches by top management. ' In today’s

environment, identifying, evaluating, and mitigating all risks confronted by the entity is a key focus. Firms

that are evaluated by credit rating organizations such as Moody’s or Standard & Poor’s are required to

show their activities in the areas of enterprise risk management. As you will see in later chapters, the risk

manager in businesses is no longer buried in the tranches of the enterprise. Risk managers are part of the

executive team and are essential to achieving the main objectives of the enterprise. A picture of the

enterprise risk map of life insurers is shown later in Figure 1.5 "A Photo of Galveston Island after

Hurricane lke".

Table 1.2 Examples of Pure versus Speculative Risk Exposures

Physical damage risk to property (at the enterprise level) such as caused by
fire, flood, weather damage

Market risks: interest risk, foreign
exchange risk, stock market risk

Liability risk exposure (such as products liability, premise liability,
employment practice liability)

Reputational risk

Innovational or technical obsolescence risk

Brand risk

Operational risk: mistakes in process or procedure that cause losses

Credit risk (at the individual
enterprise level)

Mortality and morbidity risk at the individual level

Product success risk

Intellectual property violation risks

Public relation risk

Environmental risks: water, air, hazardous-chemical, and other pollution;
depletion of resources; irreversible destruction of food chains

Population changes

Natural disaster damage: floods, earthquakes, windstorms

Market for the product risk

Man-made destructive risks: nuclear risks, wars, unemployment, population
changes, political risks

Regulatory change risk

Mortality and morbidity risk at the societal and global level (as in
pandemics, social security program exposure, nationalize health care

Political risk
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Speculative Risk—Possible
Pure Risk—Loss or No Loss Only Gains or Losses

systems, etc.)

Accounting risk

Longevity risk at the societal level

Genetic testing and genetic
engineering risk

Investment risk

Research and development risk

Within the class of pure risk exposures, it is common to further explore risks by use of the dichotomy of

personal property versus liability exposure risk.

Personal Loss Exposures—Personal Pure Risk

Because the financial consequences of all risk exposures are ultimately borne by people (as individuals,
stakeholders in corporations, or as taxpayers), it could be said that all exposures are personal. Some risks,
however, have a more direct impact on people’s individual lives. Exposure to premature death, sickness,
disability, unemployment, and dependent old age are examples of personal loss exposures when
considered at the individual/personal level. An organization may also experience loss from these events
when such events affect employees. For example, social support programs and employer-sponsored
health or pension plan costs can be affected by natural or man-made changes. The categorization is often

a matter of perspective. These events may be catastrophic or accidental.

Property Loss Exposures—Property Pure Risk

Property owners face the possibility of both direct and indirect (consequential) losses. If a car is damaged
in a collision, the direct loss is the cost of repairs. If a firm experiences a fire in the warehouse, the direct
cost is the cost of rebuilding and replacing inventory. Consequential or indirect losses are
nonphysical losses such as loss of business. For example, a firm losing its clients because of street closure
would be a consequential loss. Such losses include the time and effort required to arrange for repairs, the
loss of use of the car or warehouse while repairs are being made, and the additional cost of replacement

facilities or lost productivity. Property loss exposures are associated with both real property such as
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buildings and personal property such as automobiles and the contents of a building. A property is exposed

to losses because of accidents or catastrophes such as floods or hurricanes.

Liability Loss Exposures—Liability Pure Risk

The legal system is designed to mitigate risks and is not intended to create new risks. However, it has the
power of transferring the risk from your shoulders to mine. Under most legal systems, a party can be held
responsible for the financial consequences of causing damage to others. One is exposed to the possibility
of liability loss (loss caused by a third party who is considered at fault) by having to defend against a
lawsuit when he or she has in some way hurt other people. The responsible party may become legally
obligated to pay for injury to persons or damage to property. Liability risk may occur because of
catastrophic loss exposure or because of accidental loss exposure. Product liability is an illustrative
example: a firm is responsible for compensating persons injured by supplying a defective product, which

causes damage to an individual or another firm.

Catastrophic Loss Exposure and Fundamental or Systemic Pure Risk

Catastrophic risk is a concentration of strong, positively correlated risk exposures, such as many homes in
the same location. A loss that is catastrophic and includes a large number of exposures in a single location
is considered a nonaccidental risk. All homes in the path will be damaged or destroyed when a flood
occurs. As such the flood impacts a large number of exposures, and as such, all these exposures are
subject to what is called a fundamental risk. Generally these types of risks are too pervasive to be
undertaken by insurers and affect the whole economy as opposed to accidental risk for an individual. Too
many people or properties may be hurt or damaged in one location at once (and the insurer needs to
worry about its own solvency). Hurricanes in Florida and the southern and eastern shores of the United
States, floods in the Midwestern states, earthquakes in the western states, and terrorism attacks are the
types of loss exposures that are associated with fundamental risk. Fundamental risks are generally

systemic and nondiversifiable.
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Figure 1.5 A Photo of Galveston Island after Hurricane lke

Accidental Loss Exposure and Particular Pure Risk

Many pure risks arise due to accidental causes of loss, not due to man-made or intentional ones (such as
making a bad investment). As opposed to fundamental losses, noncatastrophic accidental losses, such as
those caused by fires, are considered particular risks. Often, when the potential losses are reasonably
bounded, a risk-transfer mechanism, such as insurance, can be used to handle the financial consequences.
In summary, exposures are units that are exposed to possible losses. They can be people, businesses,
properties, and nations that are at risk of experiencing losses. The term “exposures” is used to include all

units subject to some potential loss.

Another possible categorization of exposures is as follows:

e Risks of nature

e Risks related to human nature (theft, burglary, embezzlement, fraud)

e Man-made risks

e Risks associated with data and knowledge

e Risks associated with the legal system (liability)—it does not create the risks but it may shift them
to your arena

e Risks related to large systems: governments, armies, large business organizations, political groups

e Intellectual property

Pure and speculative risks are not the only way one might dichotomize risks. Another breakdown is

between catastrophic risks, such as flood and hurricanes, as opposed to accidental losses such as those
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caused by accidents such as fires. Another differentiation is by systemic or nondiversifiable risks, as

opposed to idiosyncratic or diversifiable risks; this is explained below.

Diversifiable and Nondiversifiable Risks

As noted above, another important dichotomy risk professionals use is between diversifiable and
nondiversifiable risk. Diversifiable risks are those that can have their adverse consequences mitigated
simply by having a well-diversified portfolio of risk exposures. For example, having some factories located
in nonearthquake areas or hotels placed in numerous locations in the United States diversifies the risk. If
one property is damaged, the others are not subject to the same geographical phenomenon causing the
risks. A large number of relatively homogeneous independent exposure units pooled together in a
portfolio can make the average, or per exposure, unit loss much more predictable, and since these
exposure units are independent of each other, the per-unit consequences of the risk can then be
significantly reduced, sometimes to the point of being ignorable. These will be further explored in a later
chapter about the tools to mitigate risks. Diversification is the core of the modern portfolio theory in
finance and in insurance. Risks, which are idiosyncratic (with particular characteristics that are not
shared by all) in nature, are often viewed as being amenable to having their financial consequences

reduced or eliminated by holding a well-diversified portfolio.

Systemic risks that are shared by all, on the other hand, such as global warming, or movements of the
entire economy such as that precipitated by the credit crisis of fall 2008, are considered nondiversifiable.
Every asset or exposure in the portfolio is affected. The negative effect does not go away by having more
elements in the portfolio. This will be discussed in detail below and in later chapters. The field of risk
management deals with both diversifiable and nondiversifiable risks. As the events of September 2008
have shown, contrary to some interpretations of financial theory, the idiosyncratic risks of some banks
could not always be diversified away. These risks have shown they have the ability to come back to bite

(and poison) the entire enterprise and others associated with them.

Table 1.3 "Examples of Risk Exposures by the Diversifiable and Nondiversifiable Categories™ provides

examples of risk exposures by the categories of diversifiable and nondiversifiable risk exposures. Many of
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them are self explanatory, but the most important distinction is whether the risk is unique or idiosyncratic

to a firm or not. For example, the reputation of a firm is unique to the firm. Destroying one’s reputation is

not a systemic risk in the economy or the market-place. On the other hand, market risk, such as

devaluation of the dollar is systemic risk for all firms in the export or import businesses. InTable 1.3

"Examples of Risk Exposures by the Diversifiable and Nondiversifiable Categories"” we provide examples

of risks by these categories. The examples are not complete and the student is invited to add as many

examples as desired.

Table 1.3 Examples of Risk Exposures by the Diversifiable and Nondiversifiable

Categories

* Reputational risk

» Market risk

» Brand risk

Regulatory risk

* Credit risk (at the individual enterprise
level)

* Environmental risk

 Product risk

Political risk

* Legal risk

Inflation and recession risk

 Physical damage risk (at the enterprise
level) such as fire, flood, weather damage

» Accounting risk

« Liability risk (products liability, premise
liability, employment practice liability)

* Longevity risk at the societal level

« Innovational or technical obsolesce risk

» Mortality and morbidity risk at the societal and global level
(pandemics, social security program exposure, nationalize health care
systems, etc.)

* Operational risk

Strategic risk

* Longevity risk at the individual level

» Mortality and morbidity risk at the
individual level
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Enterprise Risks

As discussed above, the opportunities in the risks and the fear of losses encompass the holistic risk or the
enterprise risk of an entity. The following is an example of the enterprise risks of life insurers in a map

in Figure 1.6 "Life Insurers’ Enterprise Risks". ™

Since enterprise risk management is a key current concept today, the enterprise risk map of life insurers is
offered here as an example. Operational risks include public relations risks, environmental risks, and
several others not detailed in the map in Figure 1.4 "Risk Balls". Because operational risks are so
important, they usually include a long list of risks from employment risks to the operations of hardware
and software for information systems.

Figure 1.6 Life Insurers’ Enterprise Risks

SPECTRUM OF RISKS OF LIFE INSURERS

Capital Structure (Financial Risk)

Asset/Liability Matching

ASSET RISK PRODUCT RISK OPERATIONAL RISK
- Default risk - Catastrophes risk «IT risk
« Volatility risk « Incomplete contracts « Distribution risk
(market risk) risk « Regulatory risk
« Liquidity risk « Reserves risk + Legal risk
+ Globalization risk

Risks in the Limelight

Our great successes in innovation are also at the heart of the greatest risks of our lives. An ongoing

concern is the electronic risk (e-risk) generated by the extensive use of computers, e-commerce, and the
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Internet. These risks are extensive and the exposures are becoming more defined. The box Note 1.32 "The

Risks of E-exposures™ below illustrates the newness and not-so-newness in our risks.

The Risks of E-exposures

Electronic risk, or e-risk, comes in many forms. Like any property, computers are vulnerable to theft and
employee damage (accidental or malicious). Certain components are susceptible to harm from magnetic
or electrical disturbance or extremes of temperature and humidity. More important than replaceable
hardware or software is the data they store; theft of proprietary information costs companies billions of
dollars. Most data theft is perpetrated by employees, but “netspionage”—electronic espionage by rival

companies—is on the rise.

Companies that use the Internet commercially—who create and post content or sell services or
merchandise—must follow the laws and regulations that traditional businesses do and are exposed to the
same risks. An online newsletter or e-zine can be sued for libel, defamation, invasion of privacy, or
misappropriation (e.g., reproducing a photograph without permission) under the same laws that apply to
a print newspaper. Web site owners and companies conducting business over the Internet have three
major exposures to protect: intellectual property (copyrights, patents, trade secrets); security (against

viruses and hackers); and business continuity (in case of system crashes).

All of these losses are covered by insurance, right? Wrong. Some coverage is provided through commercial
property and liability policies, but traditional insurance policies were not designed to include e-risks. In
fact, standard policies specifically exclude digital risks (or provide minimal coverage). Commercial
property policies cover physical damage to tangible assets—and computer data, software, programs, and

networks are generally not counted as tangible property. (U.S. courts are still debating the issue.)

This coverage gap can be bridged either by buying a rider or supplemental coverage to the traditional
policies or by purchasing special e-risk or e-commerce coverage. E-risk property policies cover damages to
the insured’s computer system or Web site, including lost income because of a computer crash. An

increasing number of insurers are offering e-commerce liability policies that offer protection in case the
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insured is sued for spreading a computer virus, infringing on property or intellectual rights, invading

privacy, and so forth.

Cybercrime is just one of the e-risk-related challenges facing today’s risk managers. They are preparing
for it as the world evolves faster around cyberspace, evidenced by record-breaking online sales during the

2005 Christmas season.

Sources: Harry Croydon, “Making Sense of Cyber-Exposures,”National Underwriter, Property &
Casualty/Risk & Benefits Management Edition, 17 June 2002; Joanne Wojcik, “Insurers Cut E-Risks from
Policies,” Business Insurance, 10 September 2001; Various media resources at the end of 2005 such

as Wall Street Journal and local newspapers.

Today, there is no media that is not discussing the risks that brought us to the calamity we are enduring
during our current financial crisis. Thus, as opposed to the megacatastrophes of 2001 and 2005, our
concentration is on the failure of risk management in the area of speculative risks or the opportunity in
risks and not as much on the pure risk. A case at point is the little media coverage of the devastation of
Galveston Island from Hurricane Ike during the financial crisis of September 2008. The following box

describes the risks of the first decade of the new millennium.

Risks in the New Millennium

While man-made and natural disasters are the stamps of this decade, another type of man-made disaster
marks this period. “'Innovative financial products without appropriate underwriting and risk
management coupled with greed and lack of corporate controls brought us to the credit crisis of 2007 and
2008 and the deepest recession in a generation. The capital market has become an important player in the
area of risk management with creative new financial instruments, such as Catastrophe Bonds and
securitized instruments. However, the creativity and innovation also introduced new risky instruments,
such as credit default swaps and mortgage-backed securities. Lack of careful underwriting of mortgages
coupled with lack of understanding of the new creative “insurance” default swaps instruments and the

resulting instability of the two largest remaining bond insurers are at the heart of the current credit crisis.
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As such, within only one decade we see the escalation in new risk exposures at an accelerated rate. This
decade can be named “the decade of extreme risks with inadequate risk management.” The late 1990s
saw extreme risks with the stock market bubble without concrete financial theory. This was followed by
the worst terrorist attack in a magnitude not experienced before on U.S. soil. The corporate corruption at
extreme levels in corporations such as Enron just deepened the sense of extreme risks. The natural
disasters of Katrina, Rita, and Wilma added to the extreme risks and were exacerbated by extraordinary
mismanagement. Today, the extreme risks of mismanaged innovations in the financial markets combined

with greed are stretching the field of risk management to new levels of governmental and private controls.

However, did the myopic concentration on terrorism risk derail the holistic view of risk management and
preparedness? The aftermath of Katrina is a testimonial to the lack of risk management. The increase of
awareness and usage of enterprise risk management (ERM) post—September 11 failed to encompass the
already well-known risks of high-category hurricanes on the sustainability of New Orleans levies. The
newly created holistic Homeland Security agency, which houses FEMA, not only did not initiate steps to
avoid the disaster, it also did not take the appropriate steps to reduce the suffering of those afflicted once
the risk materialized. This outcome also points to the importance of having a committed stakeholder who
is vested in the outcome and cares to lower and mitigate the risk. Since the insurance industry did not
own the risk of flood, there was a gap in the risk management. The focus on terrorism risk could be
regarded as a contributing factor to the neglect of the natural disasters risk in New Orleans. The ground
was fertile for mishandling the extreme hurricane catastrophes. Therefore, from such a viewpoint, it can
be argued that September 11 derailed our comprehensive national risk management and contributed

indirectly to the worsening of the effects of Hurricane Katrina.

Furthermore, in an era of financial technology and creation of innovative modeling for predicting the
most infrequent catastrophes, the innovation and growth in human capacity is at the root of the current
credit crisis. While the innovation allows firms such as Risk Management Solutions (RMS) and AIR
Worldwide to provide models ' that predict potential man-made and natural catastrophes, financial
technology also advanced the creation of financial instruments, such as credit default derivatives and

mortgage-backed securities. The creation of the products provided “black boxes” understood by few and
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without appropriate risk management. Engineers, mathematicians, and quantitatively talented people
moved from the low-paying jobs in their respective fields into Wall Street. They used their skills to create
models and new products but lacked the business acumen and the required safety net understanding to
ensure product sustenance. Management of large financial institutions globally enjoyed the new creativity
and endorsed the adoption of the new products without clear understanding of their potential impact or
just because of greed. This lack of risk management is at the heart of the credit crisis of 2008. No wonder

the credit rating organizations are now adding ERM scores to their ratings of companies.

The following quote is a key to today’s risk management discipline: “Risk management has been a
significant part of the insurance industry..., but in recent times it has developed a wider currency as an
emerging management philosophy across the globe.... The challenge facing the risk management
practitioner of the twenty-first century is not just breaking free of the mantra that risk management is all
about insurance, and if we have insurance, then we have managed our risks, but rather being accepted as
a provider of advice and service to the risk makers and the risk takers at all levels within the enterprise. It
is the risk makers and the risk takers who must be the owners of risk and accountable for its effective

management.” "

KEY TAKEAWAYS

e You should be able to delineate the main categories of risks: pure versus
speculative, diversifiable versus nondiversifiable, idiosyncratic versus
systemic.

e You should also understand the general concept of enterprise-wide risk.

e Try toillustrate each cross classification of risk with examples.

e Can you discuss the risks of our decade?
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DISCUSSION QUESTIONS

1. Name the main categories of risks.

2. Provide examples of risk categories.

3. How would you classify the risks embedded in the financial crisis of fall 2008
within each of cross-classification?

4. How does e-risk fit into the categories of risk?

[1] L. Buchanan, “Breakthrough Ideas for 2004,” Harvard Business Review 2 (2004): 13-16.

[2] Etti G. Baranoff and Thomas W. Sager, “Integrated Risk Management in Life Insurance
Companies,” an award winning paper, International Insurance Society Seminar, Chicago, July

2006 and in Special Edition of the Geneva Papers on Risk and Insurance.
[3] Reprinted with permission from the author; Etti G. Baranoff, “Risk Management and
Insurance During the Decade of September 11,” in The Day that Changed Everything? An

Interdisciplinary Series of Edited Volumes on the Impact of 9/11, vol. 2.

[4] http://www.rms.com, http://www.iso.com/index.php?option=

com content&task=view&id=932&Itemid=587, andhttp://www.iso.com/index.php?option=

com content&task=view&id=930&Itemid=585.

[5] Laurent Condamin, Jean-Paul Louisot, and Patrick Maim, “Risk Quantification: Management,

Diagnosis and Hedging” (Chichester, UK: John Wiley & Sons Ltd., 2006).
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1.5 Perils and Hazards

LEARNING OBJECTIVES

e In this section you will learn the terminology used by risk professionals to note
different risk concepts.
e You will learn about causes of losses—perils and the hazards, which are the items

increasing the chance of loss.

As we mentioned earlier, in English, people often use the word “risk” to describe a loss. Examples include
hurricane risk or fraud risk. To differentiate between loss and risk, risk management professionals prefer
to use the term perils to refer to “the causes of loss.” If we wish to understand risk, we must first
understand the terms “loss” and “perils.” We will use both terms throughout this text. Both terms
represent immediate causes of loss. The environment is filled with perils such as floods, theft, death,
sickness, accidents, fires, tornadoes, and lightning—or even contaminated milk served to Chinese babies.
We include a list of some perils below. Many important risk transfer contracts (such as insurance
contracts) use the word “peril” quite extensively to define inclusions and exclusions within contracts. We
will also explain these definitions in a legal sense later in the textbook to help us determine terms such as

“residual risk retained.”

Table 1.4 Types of Perils by Ability to Insure

Generally Insurable | Generally Difficult to Insure | Generally Insurable | Generally Difficult to Insure
Windstorm Flood Theft War
Lightning Earthquake Vandalism Radioactive contamination
Natural combustion | Epidemic Hunting accident Civil unrest
Heart attacks Volcanic eruption Negligence Terrorism
Frost Fire and smoke
Global
E-commerce
Mold
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Although professionals have attempted to categorize perils, doing so is difficult. We could talk about
natural versus human perils. Natural perils are those over which people have little control, such as
hurricanes, volcanoes, and lightning. Human perils, then, would include causes of loss that lie within
individuals’ control, including suicide, terrorism, war, theft, defective products, environmental
contamination, terrorism, destruction of complex infrastructure, and electronic security breaches. Though
some would include losses caused by the state of the economy as human perils, many professionals
separate these into a third category labeled economic perils. Professionals also consider employee strikes,

arson for profit, and similar situations to be economic perils.

We can also divide perils into insurable and noninsurable perils. Typically, noninsurable perils include
those that may be considered catastrophic to an insurer. Such noninsurable perils may also encourage
policyholders to cause loss. Insurers’ problems rest with the security of its financial standing. For
example, an insurer may decline to write a policy for perils that might threaten its own solvency (e.g.,

nuclear power plant liability) or those perils that might motivate insureds to cause a loss.

Hazards

Risk professionals refer to hazards as conditions that increase the cause of losses. Hazards may increase
the probability of losses, their frequency, their severity, or both. That is, frequency refers to the number
of losses during a specified period. Severity refers to the average dollar value of a loss per occurrence,
respectively. Professionals refer to certain conditions as being “hazardous.” For example, when summer
humidity declines and temperature and wind velocity rise in heavily forested areas, the likelihood of fire
increases. Conditions are such that a forest fire could start very easily and be difficult to contain. In this
example, low humidity increases both loss probability and loss severity. The more hazardous the
conditions, the greater the probability and/or severity of loss. Two kinds of hazards—physical and

intangible—affect the probability and severity of losses.

Physical Hazards
We refer to physical hazards as tangible environmental conditions that affect the frequency and/or

severity of loss. Examples include slippery roads, which often increase the number of auto accidents;
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poorly lit stairwells, which add to the likelihood of slips and falls; and old wiring, which may increase the

likelihood of a fire.

Physical hazards that affect property include location, construction, and use. Building locations affect
their susceptibility to loss by fire, flood, earthquake, and other perils. A building located near a fire station
and a good water supply has a lower chance that it will suffer a serious loss by fire than if it is in an
isolated area with neither water nor firefighting service. Similarly, a company that has built a backup

generator will have lower likelihood of a serious financial loss in the event of a power loss hazard.

Construction affects both the probability and severity of loss. While no building is fireproof, some
construction types are less susceptible to loss from fire than others. But a building that is susceptible to
one peril is not necessarily susceptible to all. For example, a frame building is more apt to burn than a

brick building, but frame buildings may suffer less damage from an earthquake.

Use or occupancy may also create physical hazards. For example, buildings used to manufacture or store
fireworks will have greater probability of loss by fire than do office buildings. Likewise, buildings used for
dry cleaning (which uses volatile chemicals) will bear a greater physical hazard than do elementary
schools. Cars used for business purposes may be exposed to greater chance of loss than a typical family car
since businesses use vehicles more extensively and in more dangerous settings. Similarly, people have
physical characteristics that affect loss. Some of us have brittle bones, weak immune systems, or vitamin

deficiencies. Any of these characteristics could increase the probability or severity of health expenses.

Intangible Hazards

Here we distinguish between physical hazards and intangible hazards—attitudes and nonphysical
cultural conditions can affect loss probabilities and severities of loss. Their existence may lead to physical
hazards. Traditionally, authors of insurance texts categorize these conditions as moral and morale
hazards, which are important concepts but do not cover the full range of nonphysical hazards. Even the

distinction between moral and morale hazards is fuzzy.
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Moral hazards are hazards that involve behavior that can be construed as negligence or that borders on
criminality. They involve dishonesty on the part of people who take out insurance (called “insureds”). Risk
transfer through insurance invites moral hazard by potentially encouraging those who transfer risks to
cause losses intentionally for monetary gain. Generally, moral hazards exist when a person can gain from
the occurrence of a loss. For example, an insured that will be reimbursed for the cost of a new stereo
system following the loss of an old one has an incentive to cause loss. An insured business that is losing
money may have arson as a moral hazard. Such incentives increase loss probabilities; as the name “moral”

implies, moral hazard is a breach of morality (honesty).

Morale hazards, in contrast, do not involve dishonesty. Rather, morale hazards involve attitudes of
carelessness and lack of concern. As such, morale hazards increase the chance a loss will occur or increase
the size of losses that do occur. Poor housekeeping (e.g., allowing trash to accumulate in attics or
basements) or careless cigarette smoking are examples of morale hazards that increase the probability fire
losses. Often, such lack of concern occurs because a third party (such as an insurer) is available to pay for
losses. A person or company that knows they are insured for a particular loss exposure may take less
precaution to protect this exposure than otherwise. Nothing dishonest lurks in not locking your car or in
not taking adequate care to reduce losses, so these don’t represent morality breaches. Both practices,

however, increase the probability of loss severity.

Many people unnecessarily and often unconsciously create morale hazards that can affect their health and
life expectancy. Such hazards include excessive use of tobacco, drugs, and other harmful substances; poor
eating, sleeping, and exercise habits; unnecessary exposure to falls, poisoning, electrocution, radiation,

venomous stings and bites, and air pollution; and so forth.

Hazards are critical because our ability to reduce their effects will reduce both overall costs and
variability. Hazard management, therefore, can be a highly effective risk management tool. At this point,
many corporations around the world emphasize disaster control management to reduce the impact of

biological or terrorist attacks. Safety inspections in airports are one example of disaster control
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management that intensified after September 11. See Note 1.48 "Is Airport Security Worth It to You?" for

a discussion of safety in airports.

Is Airport Security Worth It to You?

Following the September 11, 2001, terrorist attacks, the Federal Aviation Administration (now the
Transportation Security Administration [TSA] under the U.S. Department of Homeland Security [DHS])
wrestled with a large question: how could a dozen or more hijackers armed with knives slip through
security checkpoints at two major airports? Sadly, it wasn't hard. Lawmakers and security experts had
long complained about lax safety measures at airports, citing several studies over the years that had
documented serious security lapses. “I think a major terrorist incident was bound to happen,” Paul
Bracken, a Yale University professor who teaches national security issues and international business,
told Wired magazine a day after the attacks. “I think this incident exposed airport security for what any
frequent traveler knows it is—a complete joke. It’s effective in stopping people who may have a cigarette
lighter or a metal belt buckle, but against people who want to hijack four planes simultaneously, it is a

failure.”

Two days after the attacks, air space was reopened under extremely tight security measures, including
placing armed security guards on flights; ending curbside check-in; banning sharp objects (at first, even
tweezers, nail clippers, and eyelash curlers were confiscated); restricting boarding areas to ticket-holding

passengers; and conducting extensive searches of carry-on bags.

In the years since the 2001 terrorist attacks, U.S. airport security procedures have undergone many
changes, often in response to current events and national terrorism threat levels. Beginning in December
2005, the Transportation Security Administration (TSA) refocused its efforts to detect suspicious persons,
items, and activities. The new measures called for increased random passenger screenings. They lifted
restrictions on certain carry-on items. Overall, the changes were viewed as a relaxation of the extremely

strict protocols that had been in place subsequent to the events of 9/11.
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The TSA had to revise its airline security policy yet again shortly after the December 2005 adjustments.
On August 10, 2006, British police apprehended over twenty suspects implicated in a plot to detonate
liquid-based explosives on flights originating from the United Kingdom bound for several major U.S.
cities. Following news of this aborted plot, the U.S. Terror Alert Level soared to red (denoting a severe
threat level). As a result, the TSA quickly barred passengers from carrying on most liquids and other
potentially explosives-concealing compounds to flights in U.S. airports. Beverages, gels, lotions,

toothpastes, and semisolid cosmetics (such as lipstick) were thus expressly forbidden.

Less-burdensome modifications were made to the list of TSA-prohibited items not long after publication
of the initial requirements. Nevertheless, compliance remains a controversial issue among elected officials
and the public, who contend that the many changes are difficult to keep up with. Many contended that the
changes represented too great a tradeoff of comfort or convenience for the illusion of safety. To many
citizens, though, the 2001 terrorist plot served as a wake-up call, reminding a nation quietly settling into a
state of complacency of the need for continued vigilance. Regardless of the merits of these viewpoints, air
travel security will no doubt remain a hot topic in the years ahead as the economic, financial, regulatory,

and sociological issues become increasingly complex.

Questions for Discussion

1. Discuss whether the government has the right to impose great cost to many in terms of lost time in
using air travel, inconvenience, and affronts to some people’s privacy to protect a few individuals.

2. Do you see any morale or moral hazards associated with the homeland security monitoring and
actively searching people and doing preflight background checks on individuals prior to boarding?

3. Discuss the issue of personal freedom versus national security as it relates to this case.

Sources: Tsar’s Press release

athttp://www.tsa.gov/public/display?theme=44&content=090005198018c27¢e. For more information

regarding TSA, visit our Web site at http://www.TSA.gov; Dave Linkups, “Airports Vulnerable Despite

Higher Level of Security,”Business Insurance, 6 May 2002; “U.S. Flyers Still at Risk,”National
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Underwriter Property & Casualty/Risk & Benefits Management Edition, 1 April 2002; Stephen Power,
“Background Checks Await Fliers,” The Wall Street Journal, 7 June 2002. For media sources related to

2006 terrorist plot, seehttp://en.wikipedia.org/wiki/2006_transatlantic_aircraft plot#References.

KEY TAKEAWAYS

e You should be able to differentiate between different types of hazards.
¢ You should be able to differentiate between different types of perils.

e Can you differentiate between a hazard and a peril?

DISCUSSION QUESTIONS

1. What are perils?

2. What are hazards?

3. Why do we not just call perils and hazards by the name “risk,” as is often done in
common English conversations?

4. Discuss the perils and hazards in box Note 1.48 "Is Airport Security Worth It to You?".
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1.6 Review and Practice

1. What are underlying objectives for the definition of risk?

2. How does risk fit on the spectrum of certainty and uncertainty?

3. Provide the formal definition of risk.

4. What are three major categories of risk attitudes?

5. Explain the categories and risk and provide examples for each category.

6. What are exposures? Give examples of exposures.

7. What are perils? Give examples of perils.

8. What are hazards? Give examples of hazards.

9. Ina particular situation, it may be difficult to distinguish between moral hazard and morale hazard.
Why? Define both terms.

10. Some people with complete health insurance coverage visit doctors more often than required. Is this
tendency a moral hazard, a morale hazard, or simple common sense? Explain.

11. Give examples of perils, exposures, and hazards for a university or college. Define each term.

12. Give examples of exposure for speculative risks in a company such as Google.

13. Inflation causes both pure and speculative risks in our society. Can you give some examples of each?

14. Define holistic risk and enterprise risk and give examples of each.

15. Describe the new risks facing society today. Give examples of risks in electronic commerce.

16. Read the box Note 1.32 "The Risks of E-exposures" in this chapter. Can you help the risk managers
identify all the risk exposures associated with e-commerce and the Internet?

17. Read the box Note 1.48 "Is Airport Security Worth It to You?" in this chapter and respond to the
discussion questions at the end. What additional risk exposures do you see that the article did not
cover?

18. One medical practice that has been widely discussed in recent years involves defensive medicine, in
which a doctor orders more medical tests and X-rays than she or he might have in the past—not
because of the complexity of the case, but because the doctor fears being sued by the patient for
medical malpractice. The extra tests may establish that the doctor did everything reasonable and

prudent to diagnose and treat the patient.
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a. What does this tell you about the burden of risk?

b. What impact does this burden place on you and your family in your everyday life?
c. Isthe doctor wrong to do this, or is it a necessary precaution?

d. Isthere some way to change this situation?

Thompson’s department store has a fleet of delivery trucks. The store also has a restaurant, a soda

fountain, a babysitting service for parents shopping there, and an in-home appliance service program.
a. Name three perils associated with each of these operations.
b. For the pure risk situations you noted in part 1 of this exercise, name three hazards that
could be controlled by the employees of the department store.
c. If you were manager of the store, would you want all these operations? Which—if any—
would you eliminate? Explain.

Omer Laskwood, the major income earner for a family of four, was overheard saying to his friend
Vince, “l don’t carry any life insurance because I'm young, and | know from statistics few people die at
my age.”

a. What are your feelings about this statement?

b. How does Omer perceive risk relative to his situation?

c. What characteristic in this situation is more important than the likelihood of Mr.
Laskwood dying?

d. Are there other risks Omer should consider?

The council members of Flatburg are very proud of the proposed new airport they are discussing
at a council meeting. When it is completed, Flatburg will finally have regular commercial air service.
Some type of fire protection is needed at the new airport, but a group of citizens is protesting that
Flatburg cannot afford to purchase another fire engine. The airport could share the downtown fire
station, or the firehouse could be moved to the airport five miles away. Someone suggested a
compromise—move the facilities halfway. As the council members left their meeting that evening,
they had questions regarding this problem.

a. What questions would you raise?

b. How would you handle this problem using the information discussed in this chapter?
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Chapter 2
Risk Measurement and Metrics

In Chapter 1 "The Nature of Risk: Losses and Opportunities”, we discussed how risk arises as a
consequence of uncertainty. Recall also that risk is not the state of uncertainty itself. Risk and uncertainty

are connected and yet are distinct concepts.

In this chapter, we will discuss the ways in which we measure risk and uncertainty. If we wish to
understand and use the concepts of risk and uncertainty, we need to be able to measure these concepts’
outcomes. Psychological and economic research shows that emotions such as fear, dread, ambiguity
avoidance, and feelings of emotional loss represent valid risks. Such feelings are thus relevant to decision
making under uncertainty. Our focus here, however, will draw more on financial metrics rather than
emotional or psychological measures of risk perception. In this chapter, we thus discuss measurable and

guantifiable outcomes and how we can measure risk and uncertainty using numerical methods.

A “metric” in this context is a system of related measures that helps us quantify characteristics or
qualities. Any individual or enterprise needs to be able to quantify risk before they can decide whether or
not a particular risk is critical enough to commit resources to manage. If such resources have been
committed, then we need measurements to see whether the risk management process or procedure has
reduced risk. And all forms of enterprises, for financial profit or for social profit, must strive to reduce
risk. Without risk metrics, enterprises cannot tell whether or not they have reached risk management
objectives. Enterprises including businesses hold risk management to be as important as any other
objective, including profitability. Without risk metrics to measure success, failure, or incremental

improvement, we cannot judge progress in the control of risk.
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Risk management provides a framework for assessing opportunities for profit, as well as for gauging
threats of loss. Without measuring risk, we cannot ascertain what action of the available alternatives the
enterprise should take to optimize the risk-reward tradeoff. The risk-reward tradeoff is essentially a cost-
benefit analysis taking uncertainty into account. In (economic) marginal analysis terms, we want to know
how many additional units of risk we need to take on in order to get an additional unit of reward or profit.
A firm, for example, wants to know how much capital it needs to keep from going insolvent if a bad risk is
realized. " Indeed, if they cannot measure risk, enterprises are stuck in the ancient world of being
helpless to act in the face of uncertainty. Risk metrics allow us to measure risk, giving us an ability to
control risk and simultaneously exploit opportunities as they arise. No one profits from establishing the
existence of an uncertain state of nature. Instead, managers must measure and assess their enterprise’s
degree of vulnerability (risk) and sensitivity to the various potential states of nature. After reading this
chapter, you should be able to define several different risk metrics and be able to discuss when each

metric is appropriate for a given situation.

We will discuss several risk measures here, each of which comes about from the progression of
mathematical approaches to describing and evaluating risk. We emphasize from the start, however, that
measuring risk using these risk metrics is only one step as we assess any opportunity-risk issue. Risk
metrics cannot stand alone. We must also evaluate how appropriate each underlying model might be for
the occasion. Further, we need to evaluate each question in terms of the risk level that each entity is
willing to assume for the gain each hopes to receive. Firms must understand the assumptions behind
worst-case or ruin scenarios, since most firms do not want to take on risks that “bet the house.” To this
end, knowing the severity of losses that might be expected in the future (severity is the dollar value per
claim) using forecasting models represents one aspect of quantifying risk. However, financial decision
making requires that we evaluate severity levels based upon what an individual or a firm can comfortably
endure (risk appetite). Further, we must evaluate the frequency with which a particular outcome will
occur. As with the common English language usage of the term, frequency is the number of times the
event is expected to occur in a specified period of time. The 2008 financial crisis provides an example:
Poor risk management of the financial models used for creating mortgage-backed securities and credit

default derivatives contributed to a worldwide crisis. The assessment of loss frequency, particularly
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managers’ assessment of the severity of losses, was grossly underestimated. We discuss risk assessment
using risk metrics in the pages that follow.

As we noted in Chapter 1 "The Nature of Risk: Losses and Opportunities”, risk is a concept encompassing
perils, hazards, exposures, and perception (with a strong emphasis on perception). It should come as no
surprise that the metrics for measuring risk are also quite varied. The aspect of risk being considered in a
particular situation dictates the risk measure used. If we are interested in default risk (the risk that a
contracting party will be unable to live up to the terms of some financial contract, usually due to total ruin
or bankruptcy), then one risk measure might be employed. If, on the other hand, we are interested in
expected fluctuations of retained earnings for paying future losses, then we would likely use another risk
measure. If we wish to know how much risk is generated by a risky undertaking that cannot be diversified
away in the marketplace, then we would use yet another risk measure. Each risk measure has its place and
appropriate application. One part of the art of risk management is to pick the appropriate risk measure

for each situation.

In this chapter, we will cover the following:
1. Links
2. Quantification of uncertain outcomes via probability models

3. Measures of risk: putting it together

Links

The first step in developing any framework for the measuring risk quantitatively involves creating a
framework for addressing and studying uncertainty itself. Such a framework lies within the realm of
probability. Since risk arises from uncertainty, measures of risk must also take uncertainty into account.
The process of quantifying uncertainty, also known as probability theory, actually proved to be
surprisingly difficult and took millennia to develop. Progress on this front required that we develop two
fundamental ideas. The first is a way to quantify uncertainty (probability) of potential states of the world.

Second, we had to develop the notion that the outcomes of interest to human events, the risks, were
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subject to some kind of regularity that we could predict and that would remain stable over time.
Developing and accepting these two notions represented path-breaking, seminal changes from previous
mindsets. Until research teams made and accepted these steps, any firm, scientific foundation for

developing probability and risk was impossible.

Solving risk problems requires that we compile a puzzle of the many personal and business risks. First, we
need to obtain quantitative measures of each risk. Again, as in Chapter 1 "The Nature of Risk: Losses and
Opportunities”, we repeat the Link puzzle in Figure 2.1 "Links between Each Holistic Risk Puzzle Piece
and Its Computational Measures". The point illustrated in Figure 2.1 "Links between Each Holistic Risk
Puzzle Piece and Its Computational Measures" is that we face many varied risk exposures, appropriate
risk measures, and statistical techniques that we apply for different risks. However, most risks are
interconnected. When taken together, they provide a holistic risk measure for the firm or a family. For
some risks, measures are not sophisticated and easy to achieve, such as the risk of potential fires in a
region. Sometimes trying to predict potential risks is much more complex, such as predicting one-
hundred-year floods in various regions. For each type of peril and hazard, we may well have different
techniques to measure the risks. Our need to realize that catastrophes can happen and our need to
account for them are of paramount importance. The 2008—2009 financial crisis may well have occurred
in part because the risk measures in use failed to account for the systemic collapses of the financial
institutions. Mostly, institutions toppled because of a result of the mortgage-backed securities and the real
estate markets. As we explore risk computations and measures throughout this chapter, you will learn
terminology and understand how we use such measures. You will thus embark on a journey into the world
of risk management. Some measures may seem simplistic. Other measures will show you how to use
complex models that use the most sophisticated state-of-the-art mathematical and statistical technology.
You'll notice also that many computations would be impossible without the advent of powerful computers

and computation memory. Now, on to the journey.
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Figure 2.1 Links between Each Holistic Risk Puzzle Piece and Its Computational
Measures
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opportunity they pursue is mainly based on taking calculated and judgment-based risks.
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2.1 Quantification of Uncertainty via Probability
Models

LEARNING OBJECTIVES

e In this section, you will learn how to quantify the relative frequency of occurrences
of uncertain events by using probability models.

e You will learn about the measures of frequency, severity, likelihood, statistical
distributions, and expected values.

e You will use examples to compute these values.

As we consider uncertainty, we use rigorous quantitative studies of chance, the recognition of its empirical
regularity in uncertain situations. Many of these methods are used to quantify the occurrence of uncertain
events that represent intellectual milestones. As we create models based upon probability and statistics,
you will likely recognize that probability and statistics touch nearly every field of study today. As we have
internalized the predictive regularity of repeated chance events, our entire worldview has changed. For
example, we have convinced ourselves of the odds of getting heads in a coin flip so much that it’s hard to
imagine otherwise. We're used to seeing statements such as “average life of 1,000 hours” on a package of
light bulbs. We understand such a phrase because we can think of the length of life of a light bulb as being
uncertain but statistically predictable. We routinely hear such statements as “The chance of rain
tomorrow is 20 percent.” It’s hard for us to imagine that only a few centuries ago people did not believe
even in the existence of chance occurrences or random events or in accidents, much less explore any
method of quantifying seemingly chance events. Up until very recently, people have believed that God
controlled every minute detail of the universe. This belief rules out any kind of conceptualization of
chance as a regular or predictable phenomenon. For example, until recently the cost of buying a life
annuity that paid buyers $100 per month for life was the same for a thirty-year-old as it was for a seventy-
year-old. It didn’t matter that empirically, the “life expectancy” of a thirty-year-old was four times longer
than that of a seventy-year-old. " After all, people believed that a person’s particular time of death was
“God’s will.” No one believed that the length of someone’s life could be judged or predicted statistically by
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any noticed or exhibited regularity across people. In spite of the advancements in mathematics and
science since the beginning of civilization, remarkably, the development of measures of relative frequency
of occurrence of uncertain events did not occur until the 1600s. This birth of the “modern” ideas of chance
occurred when a problem was posed to mathematician Blaisé Pascal by a frequent gambler. As often
occurs, the problem turned out to be less important in the long run than the solution developed to solve

the problem.

The problem posed was: If two people are gambling and the game is interrupted and discontinued before
either one of the two has won, what is a fair way to split the pot of money on the table? Clearly the person
ahead at that time had a better chance of winning the game and should have gotten more. The player in
the lead would receive the larger portion of the pot of money. However, the person losing could come
from behind and win. It could happen and such a possibility should not be excluded. How should the pot
be split fairly? Pascal formulated an approach to this problem and, in a series of letters with Pierre de
Fermat, developed an approach to the problem that entailed writing down all possible outcomes that
could possibly occur and then counting the number of times the first gambler won. The proportion of
times that the first gambler won (calculated as the number of times the gambler won divided by the total
number of possible outcomes) was taken to be the proportion of the pot that the first gambler could fairly
claim. In the process of formulating this solution, Pascal and Fermat more generally developed a
framework to quantify the relative frequency of uncertain outcomes, which is now known as probability.
They created the mathematical notion of expected value of an uncertain event. They were the first to
model the exhibited regularity of chance or uncertain events and apply it to solve a practical problem. In
fact, their solution pointed to many other potential applications to problems in law, economics, and other

fields.

From Pascal and Fermat’s work, it became clear that to manage future risks under uncertainty, we need to
have some idea about not only the possible outcomes or states of the world but also how likely each
outcome is to occur. We need a model, or in other words, a symbolic representation of the possible

outcomes and their likelihoods or relative frequencies.
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A Historical Prelude to the Quantification of Uncertainty Via
Probabilities

Historically, the development of measures of chance (probability) only began in the mid-1600s. Why in
the middle ages, and not with the Greeks? The answer, in part, is that the Greeks and their predecessors
did not have the mathematical concepts. Nor, more importantly, did the Greeks have the psychological
perspective to even contemplate these notions, much less develop them into a cogent theory capable of
reproduction and expansion. First, the Greeks did not have the mathematical notational system necessary
to contemplate a formal approach to risk. They lacked, for example, the simple and complete symbolic
system including a zero and an equal sign useful for computation, a contribution that was subsequently
developed by the Arabs and later adopted by the Western world. The use of Roman numerals might have
been sufficient for counting, and perhaps sufficient for geometry, but certainly it was not conducive to
complex calculations. The equal sign was not in common use until the late middle ages. Imagine doing
calculations (even such simple computations as dividing fractions or solving an equation) in Roman

numerals without an equal sign, a zero element, or a decimal point!

But mathematicians and scientists settled these impediments a thousand years before the advent of
probability. Why did risk analysis not emerge with the advent of a more complete numbering system just
as sophisticated calculations in astronomy, engineering, and physics did? The answer is more
psychological than mathematical and goes to the heart of why we consider risk as both a psychological
and a numerical concept in this book. To the Greeks (and to the millennia of others who followed them),
the heavens, divinely created, were believed to be static and perfect and governed by regularity and rules
of perfection—circles, spheres, the six perfect geometric solids, and so forth. The earthly sphere, on the
other hand, was the source of imperfection and chaos. The Greeks accepted that they would find no sense
in studying the chaotic events of Earth. The ancient Greeks found the path to truth in contemplating the
perfection of the heavens and other perfect unspoiled or uncorrupted entities. Why would a god (or gods)
powerful enough to know and create everything intentionally create a world using a less than perfect
model? The Greeks, and others who followed, believed pure reasoning, not empirical, observation would
lead to knowledge. Studying regularity in the chaotic earthly sphere was worst than a futile waste of time;

it distracted attention from important contemplations actually likely to impart true knowledge.
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It took a radical change in mindset to start to contemplate regularity in events in the earthly domain. We
are all creatures of our age, and we could not pose the necessary questions to develop a theory of
probability and risk until we shook off these shackles of the mind. Until the age of reason, when church
reforms and a growing merchant class (who pragmatically examined and counted things empirically)
created a tremendous growth in trade, we remained trapped in the old ways of thinking. As long as society
was static and stationary, with villages this year being essentially the same as they were last year or a
decade or century before, there was little need to pose or solve these problems. M. G. Kendall captures
this succinctly when he noted that “mathematics never leads thought, but only expresses it.”* The western
world was simply not yet ready to try to quantify risk or event likelihood (probability) or to contemplate
uncertainty. If all things are believed to be governed by an omnipotent god, then regularity is not to be
trusted, perhaps it can even be considered deceptive, and variation is irrelevant and illusive, being merely
reflective of God’s will. Moreover, the fact that things like dice and drawing of lots were simultaneously
used by magicians, by gamblers, and by religious figures for divination did not provide any impetus

toward looking for regularity in earthly endeavors.

* M. G. Kendall, “The Beginnings of a Probability Calculus,” inStudies in the History of Statistics and

Probability, vol. 1, ed. E. S. Pearson and Sir Maurice Kendall (London: Charles Griffin & Co., 1970), 30.

Measurement Techniques for Frequency, Severity, and Probability
Distribution Measures for Quantifying Uncertain Events

When we can see the pattern of the losses and/or gains experienced in the past, we hope that the same
pattern will continue in the future. In some cases, we want to be able to modify the past results in a logical
way like inflating them for the time value of money discussed inChapter 4 "Evolving Risk Management:
Fundamental Tools". If the patterns of gains and losses continue, our predictions of future losses or gains
will be informative. Similarly, we may develop a pattern of losses based on theoretical or physical
constructs (such as hurricane forecasting models based on physics or likelihood of obtaining a head in a
flip of a coin based on theoretical models of equal likelihood of a head and a tail). Likelihood is the

notion of how often a certain event will occur. Inaccuracies in our abilities to create a
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correct distribution arise from our inability to predict futures outcomes accurately. The distribution is
the display of the events on a map that tells us the likelihood that the event or events will occur. In some
ways, it resembles a picture of the likelihood and regularity of events that occur. Let’s now turn to creating

models and measures of the outcomes and their frequency.

Measures of Frequency and Severity

Table 2.1 "Claims and Fire Losses for Group of Homes in Location A"and Table 2.2 "Claims and Fire
Losses ($) for Homes in Location B"show the compilation of the number of claims and their dollar
amounts for homes that were burnt during a five-year period in two different locations labeled Location A
and Location B. We have information about the total number of claims per year and the amount of the fire
losses in dollars for each year. Each location has the same number of homes (1,000 homes). Each location
has a total of 51 claims for the five-year period, an average (or mean) of 10.2 claims per year, which is the
frequency. The average dollar amount of losses per claim for the whole period is also the same for each
location, $6,166.67, which is the definition of severity.

Table 2.1 Claims and Fire Losses for Group of Homes in Location A

Year | Number of Fire Claims | Number of Fire Losses ($) | Average Loss per Claim ($)
1 11 16,500.00 1,500.00
2 9 40,000.00 4,444.44
3 7 30,000.00 4,285.71
4 10 123,000.00 12,300.00
5 14 105,000.00 7,500.00
Total 51.00 314,500.00 6,166.67
Mean 10.20 62,900.00 6,166.67
Average Frequency = 10.20
Average Severity = 6,166.67 for the 5-year period
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Table 2.2 Claims and Fire Losses ($) for Homes in Location B

Year | Number of Fire Claims Fire Losses | Average Loss per Claim ($)
1 15 16,500.00 1,100.00
2 5 40,000.00 8,000.00
3 12 30,000.00 2,500.00
4 10 123,000.00 12,300.00
5 9 105,000.00 11,666.67
Total 51.00 314,500.00 6,166.67
Mean 10.20 62,900.00 6,166.67

Average frequency = 10.20

Average severity = | 6,166.67 for the 5-year period

As shown in Table 2.1 "Claims and Fire Losses for Group of Homes in Location A" and Table 2.2 "Claims
and Fire Losses ($) for Homes in Location B", the total number of fire claims for the two locations A and B
is the same, as is the total dollar amount of losses shown. You might recall from earlier, the number of
claims per year is called the frequency. The average frequency of claims for locations A and B is 10.2 per
year. The size of the loss in terms of dollars lost per claim is called severity, as we noted previously. The

average dollars lost per claim per year in each location is $6,166.67.

The most important measures for risk managers when they address potential losses that arise from
uncertainty are usually those associated with frequency and severity of losses during a specified period of
time. The use of frequency and severity data is very important to both insurers and firm managers
concerned with judging the risk of various endeavors. Risk managers try to employ activities (physical
construction, backup systems, financial hedging, insurance, etc.) to decrease the frequency or severity (or
both) of potential losses. InChapter 4 "Evolving Risk Management: Fundamental Tools", we will see
frequency data and severity data represented. Typically, the risk manager will relate the number of
incidents under investigation to a base, such as the number of employees if examining the frequency and
severity of workplace injuries. In the examples in Table 2.1 "Claims and Fire Losses for Group of Homes in
Location A" and Table 2.2 "Claims and Fire Losses ($) for Homes in Location B", the severity is related to

the number of fire claims in the five-year period per 1,000 homes. It is important to note that in these
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tables the precise distribution (frequencies and dollar losses) over the years for the claims per year arising
in Location A is different from distribution for Location B. This will be discussed later in this chapter.

Next, we discuss the concept of frequency in terms of probability or likelihood.

Frequency and Probability
Returning back to the quantification of the notion of uncertainty, we first observe that our intuitive usage
of the word probability can have two different meanings or forms as related to statements of uncertain

outcomes. This is exemplified by two different statements: "*

1. “If I sail west from Europe, | have a 50 percent chance that I will fall off the edge of the earth.”

2. “If I flip a coin, | have a 50 percent chance that it will land on heads.”

Conceptually, these represent two distinct types of probability statements. The first is a statement about
probability as a degree of belief about whether an event will occur and how firmly this belief is held. The
second is a statement about how often a head would be expected to show up in repeated flips of a coin.

The important difference is that the first statement’s validity or truth will be stated. We can clear up the

statement’s veracity for all by sailing across the globe.

The second statement, however, still remains unsettled. Even after the first coin flip, we still have a 50
percent chance that the next flip will result in a head. The second provides a different interpretation of
“probability,” namely, as a relative frequency of occurrence in repeated trials. This relative frequency
conceptualization of probability is most relevant for risk management. One wants to learn from past
events about the likelihood of future occurrences. The discoverers of probability theory adopted the

relative frequency approach to formalizing the likelihood of chance events.

Pascal and Fermat ushered in a major conceptual breakthrough: the concept that, in repeated games of
chance (or in many other situations encountered in nature) involving uncertainty, fixed relative
frequencies of occurrence of the individual possible outcomes arose. These relative frequencies were both

stable over time and individuals could calculate them by simply counting the number of ways that the
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outcome could occur divided by the total number of equally likely possible outcomes. In addition,
empirically the relative frequency of occurrence of events in a long sequence of repeated trials (e.g.,
repeated gambling games) corresponded with the theoretical calculation of the number of ways an event
could occur divided by the total number of possible outcomes. This is the model of equally likely outcomes
or relative frequency definition of probability. It was a very distinct departure from the previous
conceptualization of uncertainty that had all events controlled by God with no humanly discernable
pattern. In the Pascal-Fermat framework, prediction became a matter of counting that could be done by
anyone. Probability and prediction had become a tool of the people!Figure 2.2 "Possible Outcomes for a
Roll of Two Dice with the Probability of Having a Particular Number of Dots Facing Up" provides an
example representing all possible outcomes in the throw of two colored dice along with their associated
probabilities.

Figure 2.2 Possible Outcomes for a Roll of Two Dice with the Probability of Having a

Particular Number of Dots Facing Up

Figure 2.2 "Possible Outcomes for a Roll of Two Dice with the Probability of Having a Particular Number
of Dots Facing Up" lists the probabilities for the number of dots facing upward (2, 3, 4, etc.) in a roll of
two colored dice. We can calculate the probability for any one of these numbers (2, 3, 4, etc.) by adding up
the number of outcomes (rolls of two dice) that result in this number of dots facing up divided by the total

number of possibilities. For example, a roll of thirty-six possibilities total when we roll two dice (count
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them). The probability of rolling a 2 is 1/36 (we can only roll a 2 one way, namely, when both dice have a 1
facing up). The probability of rolling a 7 is 6/36 = 1/6 (since rolls can fall any of six ways to roll a 7—1 and
6 twice, 2 and 5 twice, 3 and 4 twice). For any other choice of number of dots facing upward, we can get
the probability by just adding the number of ways the event can occur divided by thirty-six. The

probability of rolling a 7 or an 11 (5 and 6 twice) on a throw of the dice, for instance, is (6 + 2)/36 = 2/9.

The notions of “equally likely outcomes” and the calculation of probabilities as the ratio of “the number of
ways in which an event could occur, divided by the total number of equally likely outcomes” is seminal
and instructive. But, it did not include situations in which the number of possible outcomes was (at least
conceptually) unbounded or infinite or not equally likely. ' We needed an extension. Noticing that the
probability of an event, any event, provided that extension. Further, extending the theory to nonequally
likely possible outcomes arose by noticing that the probability of an event—any event—occurring could be
calculated as the relative frequency of an event occurring in a long run of trials in which the event may or
may not occur. Thus, different events could have different, nonequal chances of occurring in a long
repetition of scenarios involving the possible occurrences of the events. Table 2.3 "Opportunity and Loss
Assessment Consequences of New Product Market Entry"” provides an example of this. We can extend the
theory yet further to a situation in which the number of possible outcomes is potentially infinite. But what
about a situation in which no easily definable bound on the number of possible outcomes can be found?
We can address this situation by again using the relative frequency interpretation of probability as well.
When we have a continuum of possible outcomes (e.g., if an outcome is time, we can view it as a
continuous variable outcome), then a curve of relative frequency is created. Thus, the probability of an
outcome falling between two numbers x and y is the area under the frequency curve between x and y. The

total area under the curve is one reflecting that it's 100 percent certain that some outcome will occur.

The so-called normal distribution or bell-shaped curve from statistics provides us with an example of such
a continuous probability distribution curve. The bell-shaped curve represents a situation wherein a
continuum of possible outcomes arises. Figure 2.3 "Normal Distribution of Potential Profit from a
Research and Development Project™ provides such a bell-shaped curve for the profitability of

implementing a new research and development project. It may have profit or loss.
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Figure 2.3 Normal Distribution of Potential Profit from a Research and Development

Project

Relative Frequency of
Occurrence

-40 0 40 80 100
Profit (in Millions of Dollars)

To find the probability of any range of profitability values for this research and development project, we
find the area under the curve inFigure 2.3 "Normal Distribution of Potential Profit from a Research and
Development Project” between the desired range of profitability values. For example, the distribution

in Figure 2.3 "Normal Distribution of Potential Profit from a Research and Development Project" was
constructed to have what is called a normal distribution with the hump over the point $30 million and a
measure of spread of $23 million. This spread represents the standard deviation that we will discuss in
the next section. We can calculate the area under the curve above $0, which will be the probability that we
will make a profit by implementing the research and development project. We do this by reference to a
normal distribution table of values available in any statistics book. The area under the curve is 0.904,
meaning that we have approximately a 90 percent change (probability of 0.9) that the project will result in

a profit.

In practice, we build probability distribution tables or probability curves such as those in Figure 2.2
"Possible Outcomes for a Roll of Two Dice with the Probability of Having a Particular Number of Dots
Facing Up", Figure 2.3 "Normal Distribution of Potential Profit from a Research and Development
Project”, and Table 2.3 "Opportunity and Loss Assessment Consequences of New Product Market

Entry" using estimates of the likelihood (probability) of various different states of nature based on either

historical relative frequency of occurrence or theoretical data. For example, empirical data may come
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from repeated observations in similar situations such as with historically constructed life or mortality
tables. Theoretical data may come from a physics or engineering assessment of failure likelihood for a
bridge or nuclear power plant containment vessel. In some situations, however, we can determine the
likelihoods subjectively or by expert opinion. For example, assessments of political overthrows of
governments are used for pricing political risk insurance needed by corporations doing business in
emerging markets. Regardless of the source of the likelihoods, we can obtain an assessment of the
probabilities or relative frequencies of the future occurrence of each conceivable event. The resulting
collection of possible events together with their respective probabilities of occurrence is called a
probability distribution, an example of which is shown in Table 2.3 "Opportunity and Loss Assessment

Consequences of New Product Market Entry™.

Measures of Outcome Value: Severity of Loss, Value of Gain

We have developed a quantified measure of the likelihood of the various uncertain outcomes that a firm or
individual might face—these are also called probabilities. We can now turn to address the consequences of
the uncertainty. The consequences of uncertainty are most often a vital issue financially. The reason that
uncertainty is unsettling is not the uncertainty itself but rather the various different outcomes that can
impact strategic plans, profitability, quality of life, and other important aspects of our life or the viability
of a company. Therefore, we need to assess how we are impacted in each state of the world. For each

outcome, we associate a value reflecting how we are affected by being in this state of the world.

As an example, consider a retail firm entering a new market with a newly created product. They may make
a lot of money by taking advantage of “first-mover” status. They may lose money if the product is not
accepted sufficiently by the marketplace. In addition, although they have tried to anticipate any problems,
they may be faced with potential product liability. While they naturally try to make their products as safe
as possible, they have to regard the potential liability because of the limited experience with the product.
They may be able to assess the likelihood of a lawsuit as well as the consequences (losses) that might
result from having to defend such lawsuits. The uncertainty of the consequences makes this endeavor
risky and the potential for gain that motivates the company’s entry into the new market. How does one

calculate these gains and losses? We already demonstrated some calculations in the examples above
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in Table 2.1 "Claims and Fire Losses for Group of Homes in Location A" and Table 2.2 "Claims and Fire
Losses ($) for Homes in Location B" for the claims and fire losses for homes in locations A and B. These
examples concentrated on the consequences of the uncertainty about fires. Another way to compute the
same type of consequences is provided in the example in Table 2.3 "Opportunity and Loss Assessment
Consequences of New Product Market Entry" for the probability distribution for this new market entry.
We look for an assessment of the financial consequences of the entry into the market as well. This
example looks at a few possible outcomes, not only the fire losses outcome. These outcomes can have
positive or negative consequences. Therefore, we use the opportunity terminology here rather than only

the loss possibilities.

Table 2.3 Opportunity and Loss Assessment Consequences of New Product Market

Entry

Probability Assessment of | Financial Consequences of Being in
State of Nature Likelihood of State This State (in Millions of Dollars)

Subject to a loss in a product
liability lawsuit 01 -10.2

Market acceptance is limited
and temporary .10 -.50

Some market acceptance but
no great consumer demand 40 10

Good market acceptance and
sales performance 40 1

Great market demand and sales
performance .09 8

As you can see, it's not the uncertainty of the states themselves that causes decision makers to ponder the
advisability of market entry of a new product. It’s the consequences of the different outcomes that cause
deliberation. The firm could lose $10.2 million or gain $8 million. If we knew which state would
materialize, the decision would be simple. We address the issue of how we combine the probability
assessment with the value of the gain or loss for the purpose of assessing the risk (consequences of

uncertainty) in the next section.
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Combining Probability and Outcome Value Together to Get an Overall
Assessment of the Impact of an Uncertain Endeavor

Early probability developers asked how we could combine the various probabilities and outcome values
together to obtain a single number reflecting the “value” of the multitude of different outcomes and
different consequences of these outcomes. They wanted a single number that summarized in some way
the entire probability distribution. In the context of the gambling games of the time when the outcomes
were the amount you won in each potential uncertain state of the world, they asserted that this value was
the “fair value” of the gamble. We define fair value as the numerical average of the experience of all
possible outcomes if you played the game over and over. This is also called the “expected value.” Expected
value is calculated by multiplying each probability (or relative frequency) by its respective gain or

loss. ' It is also referred to as the mean value, or the average value. If X denotes the value that results in
an uncertain situation, then the expected value (or average value or mean value) is often denoted by E(X),
sometimes also referred to by economists as E(U)—expected utility—and E(G)—expected gain. In the long
run, the total experienced loss or gain divided by the number of repeated trials would be the sum of the
probabilities times the experience in each state. In Table 2.3 "Opportunity and Loss Assessment
Consequences of New Product Market Entry" the expected value is (.01)x(—10.2) + (.1) x ( -.50) + (.4) x
(1) + (4) x (1) + (.09) x (8) =1.008. Thus, we would say the expected outcome of the uncertain situation
described in Table 2.3 "Opportunity and Loss Assessment Consequences of New Product Market

Entry" was $1.008 million, or $1,008,000.00. Similarly, the expected value of the number of points on
the toss of a pair of dice calculated from example in Figure 2.2 "Possible Outcomes for a Roll of Two Dice
with the Probability of Having a Particular Number of Dots Facing Up" is 2 x (1/36) + 3 x (2/36) + 4 x
(3/36) + 5 x (4/36) + 6 x (5/36) + 7 x (6/36) + 8 x (5/36) + 9 x (4/36) + 10 x (3/36) + 11 x (2/36) + 12 x
(1/36) = 7. In uncertain economic situations involving possible financial gains or losses, the mean value or
average value or expected value is often used to express the expected returns. ' It represents the expected
return from an endeavor; however, it does not express the risk involved in the uncertain scenario. We turn

to this now.

Relating back to Table 2.1 "Claims and Fire Losses for Group of Homes in Location A" and Table 2.2

"Claims and Fire Losses ($) for Homes in Location B", for locations A and B of fire claim losses, the
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expected value of losses is the severity of fire claims, $6,166.67, and the expected number of claims is the

frequency of occurrence, 10.2 claims per year.

KEY TAKEAWAYS

In this section you learned about the quantification of uncertain outcomes via

probability models. More specifically, you delved into methods of computing:

e Severity as a measure of the consequence of uncertainty—it is the expected value or
average value of the loss that arises in different states of the world. Severity can be
obtained by adding all the loss values in a sample and dividing by the total sample
size.

e If we take a table of probabilities (probability distribution), the expected value is
obtained by multiplying the probability of a particular loss occurring times the size of
the loss and summing over all possibilities.

e Frequency is the expected number of occurrences of the loss that arises in different
states of the world.

e Likelihood and probability distribution represent relative frequency of occurrence
(frequency of occurrence of the event divided by the total frequency of all events) of

different events in uncertain situations.

DISCUSSION QUESTIONS

1. A study of data losses incurred by companies due to hackers penetrating the
Internet security of the firm found that 60 percent of the firms in the industry
studied had experienced security breaches and that the average loss per security
breach was $15,000.

a. What is the probability that a firm will not have a security breach?
b. One firm had two breaches in one year and is contemplating spending
money to decrease the likelihood of a breach. Assuming that the next

year would be the same as this year in terms of security breaches, how
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much should the firm be willing to pay to eliminate security breaches

(i.e., what is the expected value of their loss)?

The following is the experience of Insurer A for the last three years:

1 10,000 375 350,000
2 10,000 330 250,000
3 10,000 420 400,000

a. What is the frequency of losses in year 1?

b. Calculate the probability of a loss in year 1.

c. Calculate the mean losses per year for the collision claims and losses.
d. Calculate the mean losses per exposure.

e. Calculate the mean losses per claim.

f. What is the frequency of the losses?

g. What is the severity of the losses?

The following is the experience of Insurer B for the last three years:

1 20,000 975 650,000
2 20,000 730 850,000
3 20,000 820 900,000

a. Calculate the mean or average number of claims per year for the insurer
over the three-year period.

b. Calculate the mean or average dollar value of collision losses per
exposure for year 2.

c. Calculate the expected value (mean or average) of losses per claim over
the three-year period.

d. For each of the three years, calculate the probability that an exposure
unit will file a claim.

e. What is the average frequency of losses?
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f. What is the average severity of the losses?
g. What is the standard deviation of the losses?

h. Calculate the coefficient of variation.

[1] The government of William Il of England, for example, offered annuities of 14 percent
regardless of whether the annuitant was 30 or 70 percent; (Karl Pearson, The History of
Statistics In the 17th and 18th Centuries against the Changing Background of Intellectual,

Scientific and Religious Thought(London: Charles Griffin & Co., 1978), 134.

[3] Nor was the logic of the notion of equally likely outcomes readily understood at the time.
For example, the famous mathematician D’Alembert made the following mistake when
calculating the probability of a head appearing in two flips of a coin (Karl Pearson, The History of
Statistics in the 17th and 18th Centuries against the Changing Background of Intellectual,
Scientific and Religious Thought [London: Charles Griffin & Co., 1978], 552). D’Alembert said the
head could come up on the first flip, which would settle that matter, or a tail could come up on
the first flip followed by either a head or a tail on the second flip. There are three outcomes,
two of which have a head, and so he claimed the likelihood of getting a head in two flips is 2/3.
Evidently, he did not take the time to actually flip coins to see that the probability was 3/4,
since the possible equally likely outcomes are actually (H,T), (H,H), (T,H), (T,T) with three pairs
of flips resulting in a head. The error is that the outcomes stated in D’Alembert’s solution are
not equally likely using his outcomes H, (T,H), (T,T), so his denominator is wrong. The moral of
this story is that postulated theoretical models should always be tested against empirical data

whenever possible to uncover any possible errors.

[4] In some ways it is a shame that the term “expected value” has been used to describe this
concept. A better term is “long run average value” or “mean value” since this particular value is
really not to be expected in any real sense and may not even be a possibility to occur (e.g., the

value calculated from Table 2.3 "Opportunity and Loss Assessment Consequences of New
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Product Market Entry" is 1.008, which is not even a possibility). Nevertheless, we are stuck with
this terminology, and it does convey some conception of what we mean as long as we
interpreted it as being the number expected as an average value in a long series of repetitions

of the scenario being evaluated.
[5] Other commonly used measures of profitability in an uncertain opportunity, other than the

mean or expected value, are the mode (the most likely value) and the median (the number with

half the numbers above it and half the numbers below it—the 50 percent mark).

2.2 Measures of Risk: Putting It Together
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LEARNING OBJECTIVE

e In this section, you will learn how to compute several common measures of risk using

various methods and statistical concepts.

Having developed the concept of probability to quantify the relative likelihood of an uncertain event, and
having developed a measure of “expected value” for an uncertain event, we are now ready to try to
quantify risk itself. The “expected value” (or mean value or fair value) quantifying the potential outcome
arising from an uncertain scenario or situation in which probabilities have been assigned is a common
input into the decision-making process concerning the advisability of taking certain actions, but it is not
the only consideration. The financial return outcomes of various uncertain research and development,
might, for example, be almost identical except that the return distributions are sort of shifted in one
direction or the other. Such a situation is shown inFigure 2.4 "Possible Profitability from Three Potential
Research and Development Projects". This figure describes the (continuous) distributions of anticipated
profitability for each of three possible capital expenditures on uncertain research and development
projects. These are labeled A, B, and C, respectively.

Figure 2.4 Possible Profitability from Three Potential Research and Development

Projects
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Intuitively, in economic terms a risk is a “surprise” outcome that is a consequence of uncertainty. It can be
a positive surprise or a negative surprise, as we discussed in Chapter 1 "The Nature of Risk: Losses and

Opportunities”.

Using the terms explained in the last section, we can regard risk as the deviation from the expected value.
The more an observation deviates from what we expected, the more surprised we are likely to become if
we should see it, and hence the more risky (in an economic sense) we deem the outcome to be. Intuitively,
the more surprise we “expect” from a venture or a scenario, the riskier we judge this venture or scenario to

be.

Looking back on Figure 2.4 "Possible Profitability from Three Potential Research and Development
Projects”, we might say that all three curves actually represent the same level of risk in that they each
differ from their expected value (the mean or hump of the distribution) in identical ways. They only differ
in their respective expected level of profitability (the hump in the curve). Note that the uncertain
scenarios “B” and “C” still describe risky situations, even though virtually all of the possible outcomes of
these uncertain scenarios are in the positive profit range. The “risk” resides in the deviations from the
expected value that might result (the surprise potential), whether on the average the result is negative or
positive. Look at the distribution labeled “A,” which describes a scenario or opportunity/loss description
where much more of the possible results are on the negative range (damages or losses). Economists don’t
consider “A” to be any more risky (or more dangerous) than “B” or “C,” but simply less profitable. The
deviation from any expected risk defines risk here. We can plan for negative as well as positive outcomes if

we know what to expect. A certain negative value may be unfortunate, but it is not risky.

Some other uncertain situations or scenarios will have the same expected level of “profitability,” but will
differ in the amount of “surprise” they might present. For example, let's assume that we have three
potential corporate project investment opportunities. We expect that, over a decade, the average
profitability in each opportunity will amount to $30 million. The projects differ, however, by the level of
uncertainty involved in this profitability assessment (see Figure 2.5 "Three Corporate Opportunities

Having the Same Expected Profitability but Differing in Risk or Surprise Potential™). In Opportunity A,
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the possible range of profitability is $5—$60 million, whereas Opportunity B has a larger range of possible
profits, between —$20 million and + $90 million. The third opportunity still has an expected return of
$30 million, but now the range of values is from —$40 million to +$100. You could make more from
Opportunity C, but you could lose more, as well. The deviation of the results around the expected value
can measure the level of “surprise” potential the uncertain situation or profit/loss scenario contains. The
uncertain situation concerning the profitability in Opportunity B contains a larger potential surprise in it
than A, since we might get a larger deviation from the expected value in B than in A. That’s why we
consider Opportunity B more risky than A. Opportunity C is the riskiest of all, having the possibility of a
giant $100 million return, with the downside potential of creating a $40 million loss.

Figure 2.5 Three Corporate Opportunities Having the Same Expected Profitability but

Differing in Risk or Surprise Potential

Medium Risk

Large Risk

Relative Frequency of Occurrence

-40 0 40 80 100
Profit (in Millions of Dollars)

Our discussion above is based upon intuition rather than mathematics. To make it specific, we need to
actually define quantitatively what we mean by the terms “a surprise” and “more surprised.” To this end,
we must focus on the objective of the analysis. A sequence of throws of a pair of colored dice in which the
red die always lands to the left of the green die may be surprising, but this surprise is irrelevant if the
purpose of the dice throw is to play a game in which the number of dots facing up determines the pay off.
We thus recognize that we must define risk in a context of the goal of the endeavor or study. If we are
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most concerned about the risk of insolvency, we may use one risk measure, while if we are interested in
susceptibility of portfolio of assets to moderate interest rate changes, we may use another measure of risk.

Context is everything. Let’s discuss several risk measures that are appropriate in different situations.

Some Common Measures of Risk

As we mentioned previously, intuitively, a risk measure should reflect the level of “surprise” potential
intrinsic in the various outcomes of an uncertain situation or scenario. To this end, the literature proposes
a variety of statistical measures for risk levels. All of these measures attempt to express the result

variability for each relevant outcome in the uncertain situation. The following are some risk measures.

The Range

We can use the range of the distribution—that is, the distance between the highest possible outcome
value to the lowest—as a rough risk measure. The range provides an idea about the “worst-case”
dispersion of successive surprises. By taking the “best-case scenario minus the worst-case scenario” we

define the potential breadth of outcomes that could arise in the uncertain situation.

As an example, consider the number of claims per year in Location A ofTable 2.1 "Claims and Fire Losses
for Group of Homes in Location A".Table 2.1 "Claims and Fire Losses for Group of Homes in Location
A"shows a low of seven claims per year to a high of fourteen claims per year, for a range of seven claims
per year. For Location B of Table 2.2 "Claims and Fire Losses ($) for Homes in Location B", we have a
range in the number of claims from a low of five in one year to a high of fifteen claims per year, which
gives us a range of ten claims per year. Using the range measure of risk, we would say that Location A is
less risky than Location B in this situation, especially since the average claim is the same (10.2) in each
case and we have more variability or surprise potential in Location B. As another example, if we go back to
the distribution of possible values in Table 2.3 "Opportunity and Loss Assessment Consequences of New
Product Market Entry”, the extremes vary from —$10.2 million to +$8 million, so the range is $18.2

million.
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This risk measure leaves the picture incomplete because it cannot distinguish in riskiness between two
distributions of situations where the possible outcomes are unbounded, nor does it take into account the
frequency or probability of the extreme values. The lower value of —$10.2 million in Table 2.3
"Opportunity and Loss Assessment Consequences of New Product Market Entry" only occurs 1 percent of
the time, so it’s highly unlikely that you would get a value this small. It could have had an extreme value of
—%$100 million, which occurred with probability 0.0000000001, in which case the range would have
reflected this possibility. Note that it's extremely unlikely that you would ever experience a one-in-a-
trillion event. Usually you would not want your risk management activities or managerial actions to be

dictated by a one-in-a-trillion event.

Deviation from a Central Value

A more sophisticated (and more traditional) way to measure risk would consider not just the most
extreme values of the distribution but all values and their respective occurrence probabilities. One way to
do this is to average the deviations of the possible values of the distribution from a central value, such as

the expected value E(V) or mean value discussed earlier. We develop this idea further below.

Variance and Standard Deviation

Continuing the example from Table 2.1 "Claims and Fire Losses for Group of Homes in Location

A"and Table 2.2 "Claims and Fire Losses ($) for Homes in Location B", we now ask what differentiates
the claims distribution of Location A and B, both of which possess the same expected frequency and
severity. We have already seen that the range is different. We now examine how the two locations differ in
terms of their deviation from the common mean or expected value. Essentially, we want to examine how
they differ in terms of the amount of surprise we expect to see in observations form the distributions. One
such measure of deviation or surprise is by calculating the expected squared distance of each of the
various outcomes from their mean value. This is a weighted average squared distance of each possible
value from the mean of all observations, where the weights are the probabilities of occurrence.
Computationally, we do this by individually squaring the deviation of each possible outcome from the
expected value, multiplying this result by its respective probability or likelihood of occurring, and then

summing up the resulting products. " This produces a measure known as the variance. Variance provides
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a very commonly used measure of risk in financial contexts and is one of the bases of the notion of
efficient portfolio selection in finance and the Capital Asset Pricing Model, which is used to explicitly show

the trade-off between risk and return of assets in a capital market.

We first illustrate the calculation of the variance by using the probability distribution shown in Table 2.2
"Claims and Fire Losses ($) for Homes in Location B". We already calculated the expected value to be
$1.008 million, so we may calculate the variance to be (.01) x (—10.2 —=1.008)2 + (.1) x (—.5 —1.008)2+ (.4)
x (.1 —1.008)2+ (.4) x (1 —1.008)2 + (.09) x (8 —1.008)2 = 7.445. Usually, variance is denoted with the

Greek symbol sigma squared, 02, or simply V.

As another example, Table 2.4 "Variance and Standard Deviation of Fire Claims of Location A" and Table
2.5 "Variance and Standard Deviation of Fire Claims of Location B" show the calculation of the variance
for the two samples of claims given in locations A and B of Table 2.1 "Claims and Fire Losses for Group of
Homes in Location A"and Table 2.2 "Claims and Fire Losses ($) for Homes in Location B", respectively. In
this case, the years are all treated equally so the average squared deviation from the mean is just the
simple average of the five years squared deviations from the mean. We calculate the variance of the

number of claims only.

Table 2.4 Variance and Standard Deviation of Fire Claims of Location A

Number of Fire [ Difference between Observed Number of Claims Difference
Year Claims and Mean Number of Claims Squared
1 11 0.8 0.64
2 9 -1.2 1.44
3 7 -3.2 10.24
4 10 -0.2 0.04
5 14 3.8 14.44
Total 51 0 26.8
Mean 10.2 =(26.8)/4=6.7
Variance 6.70

Standard Deviation = Square Root (6.7) = 2.59
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Table 2.5 Variance and Standard Deviation of Fire Claims of Location B

Number of Fire [ Difference between Observed Number of Claims Difference
Year Claims and Mean Number of Claims Squared
1 15 4.8 23.04
2 5 -5.2 27.04
3 12 1.8 3.24
4 10 -0.2 0.04
5 9 -1.2 1.44
Total 51 0 54.8
Mean 10.2 =(54.8)/4 = 13.70
Variance 13.70

Standard Deviation 3.70

A problem with the variance as a measure of risk is that by squaring the individual deviations from the
mean, you end up with a measure that is in squared units (e.g., if the original losses are measured in
dollars, then the variance is measured in dollars-squared). To get back to the original units of
measurement we commonly take the square root and obtain a risk measure known as the standard
deviation, denoted by the Greek letter sigma (o). To provide a more meaningful measure of risk
denominated in the same units as the original data, economists and risk professionals often use this
square root of the variance—the standard deviation—as a measure of risk. It provides a value comparable
with the original expected outcomes. Remember that variance uses squared differences; therefore, taking

the square root returns the measure to its initial unit of measurement.

Thus, the standard deviation is the square root of the variance. For the distribution in Table 2.3
"Opportunity and Loss Assessment Consequences of New Product Market Entry", we calculated the
variance to be 7.445, so the standard deviation is the square root of 7.445 or $2.73 million. Similarly, the
standard deviations of locations A and B of Table 2.1 "Claims and Fire Losses for Group of Homes in
Location A" and Table 2.2 "Claims and Fire Losses ($) for Homes in Location B" appear in Tables 2.4 and
2.5. As you can see, the standard deviation of the sample for Location A is only 2.59, while the standard

deviation of the sample of Location B is 2.70. The number of fire claims in Location B is more spread out
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from year to year than those in Location A. The standard deviation is the numeric representation of that

spread.

If we compare one standard deviation with another distribution of equal mean but larger standard
deviation—as when we compare the claims distribution from Location A with Location B—we could say
that the second distribution with the larger standard deviation is riskier than the first. It is riskier because
the observations are, on average, further away from the mean (more spread out and hence providing more
“surprise” potential) than the observations in the first distribution. Larger standard deviations, therefore,

represent greater risk, everything else being the same.

Of course, distributions seldom have the same mean. What if we are comparing two distributions with
different means? In this case, one approach would be to consider the coefficient of variation, which is
the standard deviation of a distribution divided by its mean. It essentially trades off risk (as measured by
the standard deviation) with the return (as measured by the mean or expected value). The coefficient of

variation can be used to give us a relative value of risk when the means of the distributions are not equal.

The Semivariance

The above measures of risk gave the same attention or importance to both positive and negative
deviations from the mean or expected value. Some people prefer to measure risk by the surprises in one
direction only. Usually only negative deviations below the expected value are considered risky and in need
of control or management. For example, a decision maker might be especially troubled by deviations
below the expected level of profit and would welcome deviations above the expected value. For this
purpose a “semivariance” could serve as a more appropriate measure of risk than the variance, which
treats deviations in both directions the same. The semivariance is the average square deviation. Now
you sum only the deviations below the expected value. If the profit-loss distribution is symmetric, the use
of the semivariance turns out to result in the exact same ranking of uncertain outcomes with respect to
risk as the use of the variance. If the distribution is not symmetric, however, then these measures may
differ and the decisions made as to which distribution of uncertain outcomes is riskier will differ, and the

decisions made as to how to manage risk as measured by these two measures may be different. As most
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financial and pure loss distributions are asymmetric, professionals often prefer the semi-variance in
financial analysis as a measure of risk, even though the variance (and standard deviation) are also

commonly used.

Value at Risk (VaR) and Maximum Probable Annual Loss (MPAL)

How do banks and other financial institutions manage the systemic or fundamental market risks they
face? VaR modeling has become the standard risk measurement tool in the banking industry to assess
market risk exposure. After the banking industry adopted VaR, many other financial firms adopted it as
well. This is in part because of the acceptance of this technique by regulators, such as conditions written in
the Basel |1 agreements on bank regulation. " Further, financial institutions need to know how much
money they need to reserve to be able to withstand a shock or loss of capital and still remain solvent. To
do so, they need a risk measure with a specified high probability. Intuitively, VaR is defined as the worst-
case scenario dollar value loss (up to a specified probability level) that could occur for a company exposed
to a specific set of risks (interest rates, equity prices, exchange rates, and commodity prices). This is the

amount needed to have in reserve in order to stave off insolvency with the specified level of probability.

In reality, for many risk exposures the absolute “worst-case” loss that could be experienced is conceivably
unbounded. It's conceivable that you could lose a very huge amount but it may be highly unlikely to lose
this much. Thus, instead of picking the largest possible loss to prepare against, the firm selects a
probability level they can live with (usually, they are interested in having their financial risk exposure
covered something like 95 percent or 99 percent of the time), and they ask, “What is the worst case that
can happen up to being covered 95 percent or 99 percent of the time?” For a given level of confidence (in
this case 95 percent or 99 percent) and over a specified time horizon, VaR can measure risks in any single
security (either a specific investment represented in their investment securities or loan from a specific
customer) or an entire portfolio as long as we have sufficient historical data. VaR provides an answer to

the question “What is the worst loss that could occur and that I should prepare for?”

In practice, professionals examine a historical record of returns for the asset or portfolio under

consideration and construct a probability distribution of returns. If you select a 95 percent VaR, then you
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pick the lowest 5 percent of the distribution, and when multiplied by the asset or portfolio value, you
obtain the 95 percent VaR. If a 99 percent VaR is desired, then the lowest 1 percent of the return
distribution is determined and this is multiplied by the asset or portfolio value to obtain the 99 percent
VaR.

Figure 2.6 The 95 percent VaR for the Profit and Loss Distribution of Figure 2.2 "Possible

Outcomes for a Roll of Two Dice with the Probability of Having a Particular Number of Dots Facing Up"

Relative Frequency of Occurrence

-40 0 40 80 100
Profit (in Millions of Dollars)

We illustrate this further with the Figure 2.6, concerning Hometown Bank.

Case: Hometown Bank Market Risk

Market risk is the change in market value of bank assets and liabilities resulting from changing market
conditions. For example, as interest rates increase, the loans Hometown Bank made at low fixed rates
become less valuable to the bank. The total market values of their assets decline as the market value of the
loans lose value. If the loans are traded in the secondary market, Hometown would record an actual loss.
Other bank assets and liabilities are at risk as well due to changing market prices. Hometown accepts
equity positions as collateral (e.g., a mortgage on the house includes the house as collateral) against loans
that are subject to changing equity prices. As equity prices fall, the collateral against the loan is less
valuable. If the price decline is precipitous, the loan could become undercollateralized where the value of
the equity, such as a home, is less than the amount of the loan taken and may not provide enough

protection to Hometown Bank in case of customer default.
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Another example of risk includes bank activities in foreign exchange services. This subjects them to
currency exchange rate risk. Also included is commodity price risk associated with lending in the

agricultural industry.

Hometown Bank has a total of $65.5 million in investment securities. Typically, banks hold these
securities until the money is needed by bank customers as loans, but the Federal Reserve requires that
some money be kept in reserve to pay depositors who request their money back. Hometown has an
investment policy that lists its approved securities for investment. Because the portfolio consists of
interest rate sensitive securities, as interest rates rise, the value of the securities declines. ' Hometown
Bank’s CEO, Mr. Allen, is interested in estimating his risk over a five-day period as measured by the worst
case he is likely to face in terms of losses in portfolio value. He can then hold that amount of money in
reserve so that he can keep from facing liquidity problems. This problem plagued numerous banks during
the financial crisis of late 2008. Allen could conceivably lose the entire $65.5 million, but this is incredibly
unlikely. He chooses a level of risk coverage of 99 percent and chooses to measure this five-day potential
risk of loss by using the 99 percent—the VaR or value at risk. That is, he wants to find the amount of
money he needs to keep available so that he has a supply of money sufficient to meet demand with
probability of at least 0.99. To illustrate the computation of VaR, we use a historical database to track the
value of the different bonds held by Hometown Bank as investment securities. How many times over a
given time period—one year, in our example—did Hometown experience negative price movement on
their investments and by how much? To simplify the example, we will assume the entire portfolio is
invested in two-year U.S. Treasury notes. A year of historical data would create approximately 250 price
movement data points for the portfolio. '/ Of those 250 results, how frequently did the portfolio value
decrease 5 percent or more from the beginning value? What was the frequency of times the portfolio of
U.S. Treasury notes increased in value more than 5 percent? Hometown Bank can now construct a
probability distribution of returns by recording observations of portfolio performance. This probability
distribution appears in Figure 2.7 "Hometown Bank Frequency Distribution of Daily Price Movement of

Investment Securities Portfolio".
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Figure 2.7 Hometown Bank Frequency Distribution of Daily Price Movement of

Investment Securities Portfolio
Measuring Value at Risk
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The frequency distribution curve of price movement for the portfolio appears in Figure 2.4 "Possible
Profitability from Three Potential Research and Development Projects”. From that data, Hometown can
measure a portfolio’s 99 percent VaR for a five-day period by finding the lower one percentile for the
probability distribution. VaR describes the probability of potential loss in value of the U.S. Treasury notes
that relates to market price risk. From the chart, we observe that the bottom 1 percent of the 250
observations is about a 5 percent loss, that is, 99 percent of the time the return is greater than —5 percent.
Thus, the 99 percent VaR on the returns is —5 percent. The VaR for the portfolio is the VaR on the return
times $65.5 million, or —.05 x ($65.5 million) = —$3,275,000. This answers the question of how much
risk capital the bank needs to hold against contingencies that should only occur once in one hundred five-
day periods, namely, they should hold $3,275,000 in reserve. With this amount of money, the likelihood

that the movements in market values will cause a loss of more than $3,275,000 is 1 percent.
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The risk can now be communicated with the statement: Under normal market conditions, the most the
investment security portfolio will lose in value over a five-day period is about $3,275,000 with a

confidence level of 99 percent. ™

In the context of pure risk exposures, the equivalent notion to VaR is the Maximal Probable Annual Loss
(MPAL). As with the VaR measure, it looks at a probability distribution, in this case of losses over a year
period and then picks the selected lower percentile value as the MPAL. For example, if the loss
distribution is given by Figure 2.3 "Normal Distribution of Potential Profit from a Research and
Development Project”, and the 95 percent level of confidence is selected, then the MPAL is the same as
the 95 percent VaR value. In insurance contexts one often encounters the term MPAL, whereas in finance
one often encounters the term VaR. Their calculation is the same and their interpretation as a measure of

risk is the same.

We also note that debate rages about perceived weaknesses in using VaR as a risk measure in finance. “In
short, VaR models do not provide an accurate measure of the losses that occur in extreme events. You
simply cannot depict the full texture and range of your market risks with VaR alone.” ' In addition, the
VaR examines the size of loss that would occur only 1 percent of the time, but it does not specify the size of
the shortfall that the company would be expected to have to make up by a distress liquidation of assets

should such a large loss occur. Another measure called the expected shortfall is used for this.

CAPM’s Beta Measure of Nondiversifiable Portfolio Risk

Some risk exposures affect many assets of a firm at the same time. In finance, for example, movements in
the market as a whole or in the entire economy can affect the value of many individual stocks (and firms)
simultaneously. We saw this very dramatically illustrated in the financial crisis in 2008—2009 where the
entire stock market went down and dragged many stocks (and firms) down with it, some more than
others. In Chapter 1 "The Nature of Risk: Losses and Opportunities” we referred to this type of risk as
systematic, fundamental, or nondiversifiable risk. For a firm (or individual) having a large, well-
diversified portfolio of assets, the total negative financial impact of any single idiosyncratic risk on the

value of the portfolio is minimal since it constitutes only a small fraction of their wealth.
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Therefore, the asset-specific idiosyncratic risk is generally ignored when making decisions concerning the
additional amount of risk involved when acquiring an additional asset to be added to an already well-
diversified portfolio of assets. The question is how to disentangle the systematic from the nonsystematic
risk embedded in any asset. Finance professors Jack Treynor, William Sharpe, John Lintner, and Jan
Mossin worked independently and developed a model called the Capital Asset Pricing Model (CAPM).
From this model we can get a measure of how the return on an asset systematically varies with the
variations in the market, and consequently we can get a measure of systematic risk. The idea is similar to
the old adage that a rising tide lifts all ships. In this case a rising (or falling) market or economy rises (or
lowers) all assets to a greater or lesser degree depending on their covariation with the market. This

covariation with the market is fundamental to obtaining a measure of systematic risk. We develop it now.

Essentially, the CAPM model assumes that investors in assets expect to be compensated for both the time
value of money and the systematic or nondiversifiable risk they bear. In this regard, the return on an asset
A, Ra, is assumed to be equal to the return on an absolutely safe or risk-free investment, rs (the time value
of money part) and a risk premium, which measures the compensation for the systematic risk they are
bearing. To measure the amount of this systematic risk, we first look at the correlation between the
returns on the asset and the returns on a market portfolio of all assets. The assumption is that the market
portfolio changes with changes in the economy as a whole, and so systematic changes in the economy are
reflected by changes in the level of the market portfolio. The variation of the asset returns with respect to

the market returns is assumed to be linear and so the general framework is expressed as

Ra=rf + SA*(Rm - 1) + ¢,

where € denotes a random term that is unrelated to the market return. Thus the term Ba X (Rm — 17)
represents a systematic return and e represents a firm-specific or idiosyncratic nonsystematic component
of return.

Notice that upon taking variances, we have 02a = .32a x 32m, + 02, so the first term is called the systematic

variance and the second term is the idiosyncratic or firm-specific variance.
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The idea behind the CAPM is that investors would be compensated for the systematic risk and not the
idiosyncratic risk, since the idiosyncratic risk should be diversifiable by the investors who hold a large
diversified portfolio of assets, while the systematic or market risk affects them all. In terms of expected

values, we often write the equation as

E[RA]= rf+BA*(E[Rm]-rf),

which is the so-called CAPM model. In this regard the expected rate of return on an asset E[R4], is the
risk-free investment, rs, plus a market risk premium equal to fa X (E[Rm] — Ry). The coefficient Ba is called

the market risk or systematic risk of asset A.

By running a linear regression of the returns experienced on asset A with those returns experienced on a
market portfolio (such as the Dow Jones Industrial stock portfolio) and the risk-free asset return (such as
the U.S. T-Bill rate of return), one can find the risk measure 4. A regression is a statistical technique that
creates a trend based on the data. An actual linear regression to compute future frequency and severity
based on a trend is used in Chapter 4 "Evolving Risk Management: Fundamental Tools" for risk
management analysis. Statistical books show ' that pa. = COV(Ra, Rm)/B2m where COV(Ra,Rm) is the

covariance of the return on the asset with the return on the market and is defined by

COV(RA, Rm) = E[{RA,~E(RA)} x { Rm,-E(Rm)}],

that is, the average value of the product of the deviation of the asset return from its expected value and the
market returns from its expected value. In terms of the correlation coefficient pam between the return on
the asset and the market, we have fa = pam x (Ba/Pm), SO we can also think of beta as scaling the asset

volatility by the market volatility and the correlation of the asset with the market.

The B (beta) term in the above equations attempts to quantify the risk associated with market fluctuations
or swings in the market. A beta of 1 means that the asset return is expected to move in conjunction with
the market, that is, a 5 percent move (measured in terms of standard deviation units of the market) in the
market will result in a 5 percent move in the asset (measured in terms of standard deviation units of the

asset). A beta less than one indicates that the asset is less volatile than the market in that when the market
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goes up (or down) by 5 percent the asset will go up (or down) by less than 5 percent. A beta greater than
one means that the asset price is expected to move more rapidly than the market so if the market goes up
(or down) by 5 percent then the asset will go up (or down) by more than 5 percent. A beta of zero indicates

that the return on the asset does not correlate with the returns on the market.

KEY TAKEAWAYS

e Risk measures quantify the amount of surprise potential contained in a probability
distribution.

e Measures such as the range and Value at Risk (VaR) and Maximal Probable Annual
Loss (MPAL) focus on the extremes of the distributions and are appropriate
measures of risk when interest is focused on solvency or making sure that enough
capital is set aside to handle any realized extreme losses.

e Measures such as the variance, standard deviation, and semivariance are useful
when looking at average deviations from what is expected for the purpose of
planning for expected deviations from expected results.

e The market risk measure from the Capital Asset Pricing Model is useful when
assessing systematic financial risk or the additional risk involved in adding an asset to

an already existing diversified portfolio.

DISCUSSION QUESTIONS

1. Compare the relative risk of Insurer A to Insurer B in the following questions.
a. Which insurer carries more risk in losses and which carries more claims
risk? Explain.

b. Compare the severity and frequency of the insurers as well.

The experience of Insurer A for the last three years as given in Problem 2 was

the following::

Year | Number of Exposures | Number of Collision Claims | Collision Losses ($)

1 10,000 375 350,000
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Year | Number of Exposures | Number of Collision Claims | Collision Losses ($)
2 10,000 330 250,000
3 10,000 420 400,000

a. What is the range of collision losses per year?
b. What is the standard deviation of the losses per year?
c. Calculate the coefficient of variation of the losses per year.

d. Calculate the variance of the number of claims per year.

The experience of Insurer B for the last three years as given in Problem 3 was

the following:

Year [ Number of Exposures [ Number of Collision Claims | Collision Losses

1 20,000 975 650,000
2 20,000 730 850,000
3 20,000 820 900,000

a. What is the range of collision losses?

b. Calculate the variance in the number of collision claims per year.

c. What is the standard deviation of the collision losses?

d. Calculate the coefficient of collision variation.

e. Comparing the results of Insurer A and Insurer B, which insurer has a
riskier book of business in terms of the range of possible losses they
might experience?

f. Comparing the results of Insurer A and Insurer B, which insurer has a
riskier book of business in terms of the standard deviation in the collision

losses they might experience?

[1] Calculating the average signed deviation from the mean or expected value since is a useless
exercise since the result will always be zero. Taking the square of each deviation for the mean
or expected value gets rid of the algebraic sign and makes the sum positive and meaningful.
One might alternatively take the absolute value of the deviations from the mean to obtain

another measure called the absolute deviation, but this is usually not done because it results in
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a mathematically inconvenient formulation. We shall stick to the squared deviation and its

variants here.

[2] Basel Committee on Banking Supervision (BCBS), International Convergence of Capital

Measurement and Capital Standards: A Revised Framework (Basel, Switzerland, 2004).

[3] Valuation of bonds is covered in general finance text. Bond value = present value of coupons

+ present value of face value of bond.

[4] The number 250 comes from a rough estimate of the number of days securities can be
traded in the open market during any given year. Fifty-two weeks at five days per week yields
260 weekdays, and there are roughly ten holidays throughout the year for which the market is

closed.

[5] Philippe Jorion, Value at Risk: The New Benchmark for Managing Financial Risk, 2nd ed.
(McGraw Hill, 2001), ch. 1. Chapter 1 "The Nature of Risk: Losses and Opportunities".

[6] Gleason, chapter 12.

2.3 Review and Practice

1. The Texas Department of Insurance publishes data on all the insurance claims closed during a given
year. For the thirteen years from 1990 to 2002 the following table lists the percentage of medical

malpractice claims closed in each year for which the injury actually occurred in the same year.
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1990 | 0.32

1991 (1.33

1992 | 0.86

1993 | 0.54

1994 | 0.69

1995 | 0.74

1996 | 0.76

1997 1.39

1998 |1.43

1999 | 0.55

2000 | 0.66

2001 [ 0.72

2002 | 1.06

Calculate the average percentage of claims that close in the same year as the injury occurs.

2. From the same Texas Department of Insurance data on closed claims for medical malpractice liability
insurance referred to in Problem 1, we can estimate the number of claims in each year of injury that
will be closed in the next 16 years. We obtain the following data. Here the estimated dollars per claim
for each year have been adjusted to 2007 dollars to account for inflation, so the values are all
compatible. Texas was said to have had a “medical malpractice liability crisis” starting in about 1998
and continuing until the legislature passed tort reforms effective in September 2003, which put caps
on certain noneconomic damage awards. During this period premiums increased greatly and doctors
left high-risk specialties such as emergency room service and delivering babies, and left high-risk
geographical areas as well causing shortages in doctors in certain locations. The data from 1994 until

2001 is the following:

1994 1021 $415,326.26
1995 1087 $448,871.57
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Injury year | Estimated # claims | Estimated $ per claim
1996 1184 $477,333.66
1997 1291 $490,215.19
1998 1191 $516,696.63
1999 1098 $587,233.93
2000 1055 $536,983.82
2001 1110 $403,504.39

a. Calculate the mean or average number of claims per year for medical malpractice
insurance in Texas over the four-year period 1994—1997.

b. Calculate the mean or average number of claims per year for medical malpractice
insurance in Texas over the four-year period 1998—2001.

c. Calculate the mean or average dollar value per claim per year for medical malpractice
insurance in Texas over the four-year period 1994—1997 (in 2009 dollars).

d. Calculate the mean or average dollar value per claim per year for medical malpractice
insurance in Texas over the four-year period 1998—2001 (in 2009 dollars).

e. Looking at your results from (a) to (e), do you think there is any evidence to support the

conclusion that costs were rising for insurers, justifying the rise in premiums?

Referring back to the Texas Department of Insurance data on closed claims for medical
malpractice liability insurance presented in Problem 5, we wish to see if medical malpractice was
more risky to the insurer during the 1998—2001 period than it was in the 1994—1997 period. The data

from 1994 until 2001 was:

Injury year | Estimated # claims | Estimated $ per claim

1994 1021 $415,326.26
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1995 1087 $448,871.57
1996 1184 $477,333.66
1997 1291 $490,215.19
1998 1191 $516,696.63
1999 1098 $587,233.93
2000 1055 $536,983.82
2001 1110 $403,504.39

a. Calculate the standard deviation in the estimated payment per claim for medical
malpractice insurance in Texas over the four-year period 1994—1997.

b. Calculate the standard deviation in the estimated payment per claim for medical
malpractice insurance in Texas over the four-year period 1998—2001.

c. Which time period was more risky (in terms of the standard deviation in payments per
claim)?

d. Using the results of (c) above, do you think the medical malpractice insurers raising rates

during the period 1998—-2001 was justified on the basis of assuming additional risk?
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Chapter 3
Risk Attitudes: Expected Utility Theory and
Demand for Hedging

Authored by Puneet Prakash, Virginia Commonwealth University

Whenever we look into risks, risk measures, and risk management, we must always view these in a greater
context. In this chapter, we focus on the risk within the “satisfaction” value maximization for individual
and firms. The value here is measured economically. So, how do economists measure the value of
satisfaction or happiness? Can we even measure satisfaction or happiness? Whatever the philosophical
debate might be on the topic, economists have tried to measure the level of satisfaction. "’ What
economists succeeded in doing is to compare levels of satisfaction an individual achieves when confronted
with two or more choices. For example, we suppose that everyone likes to eat gourmet food at five-star
hotels, drink French wine, vacation in exotic places, and drive luxury cars. For an economist, all these
goods are assumed to provide satisfaction, some more than others. So while eating a meal at home gives

us pleasure, eating exotic food at an upscale restaurant gives us an even higher level of satisfaction.

The problem with the quantity and quality of goods consumed is that we can find no common unit of
measurement. That prevents economists from comparing levels of satisfaction from consumption of
commodities that are different as apples are different from oranges. So does drinking tea give us the same

type of satisfaction as eating cake? Or snorkeling as much as surfing?

To get around the problem of comparing values of satisfaction from noncomparable items, we express the
value levels of satisfaction as a function of wealth. And indeed, we can understand intuitively that the level
of wealth is linked directly to the quantity and quality of consumption a person can achieve. Notice the
quality and level of consumption a person achieves is linked to the amount of wealth or to the individual’s
budget. Economists consider that greater wealth can generate greater satisfaction. Therefore, a person
with greater levels of wealth is deemed to be happier under the condition of everything else being equal
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between two individuals. ” We can link each person’s satisfaction level indirectly to that person’s wealth.

The higher the person’s wealth, the greater his or her satisfaction level is likely to be.

Economists use the term “utils” to gauge a person’s satisfaction level. As a unit of measure, utils are
similar to “ohms” as a measure of resistance in electrical engineering, except that utils cannot be

measured with wires attached to a person’s head!

This notion that an individual derives satisfaction from wealth seems to work more often than not in
economic situations. The economic theory that links the level of satisfaction to a person’s wealth level, and
thus to consumption levels, is called utility theory. Its basis revolves around individuals’ preferences,

but we must use caution as we apply utility theory. "

In this chapter, we will study the utility theory. If utility theory is designed to measure satisfaction, and
since every individual always tries to maximize satisfaction, it's reasonable to expect (under utility theory)

that each person tries to maximize his or her own utility.

Then we will extend utility to one of its logical extensions as applied to uncertain situations: expected
utility (EU henceforth). So while utility theory deals with situations in which there is no uncertainty, the
EU theory deals with choices individuals make when the outcomes they face are uncertain. As we shall
see, if individuals maximize utility under certainty, they will also attempt to maximize EU under

uncertainty.

However, individuals’ unabashed EU maximization is not always the case. Other models of human
behavior describe behavior in which the observed choices of an individual vary with the decision rule to
maximize EU. So why would a mother jump into a river to save her child, even if she does not know how
to swim? Economists still confront these and other such questions. They have provided only limited

answers to such questions thus far.
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Hence, we will touch upon some uncertainty-laden situations wherein individuals’ observed behavior
departs from the EU maximization principle. Systematic departures in behavior from the EU principle
stem from “biases” that people exhibit, and we shall discuss some of these biases. Such rationales of
observed behavior under uncertainty are termed “behavioral” explanations, rather than “rational”

explanations—explanations that explore EU behavior of which economists are so fond.

In this chapter, we will apply the EU theory to individuals’ hedging decisions/purchase of insurance. Let’s
start by asking, Why would anyone buy insurance? When most people face that question, they respond in
one of three ways. One set says that insurance provides peace of mind (which we can equate to a level of
satisfaction). Others respond more bluntly and argue that if it were not for regulation they’d never buy
insurance. The second reply is one received mostly from younger adults. Still others posit that insurance is
a “waste of money,” since they pay premiums up front and insurance never pays up in the absence of
losses. To all those who argue based upon the third response, one might say, would they rather have a loss
for the sake of recovering their premiums? We look to EU theory for some answers, and we will find that
even if governments did not make purchase of insurance mandatory, the product would still have existed.

Risk-averse individuals would always demand insurance for the peace of mind it confers.

Thus we will briefly touch upon the ways that insurance is useful, followed by a discussion of how some
information problems affect the insurance industry more than any other industry. “Information
asymmetry” problems arise, wherein one economic agent in a contract is better informed than the other
party to the same contract. The study of information asymmetries has become a full-time occupation for
some economics researchers. Notably, professors George A. Akerlof, A. Michael Spence, and Joseph E.
Stiglitz were awarded the Nobel Prize in Economics in 2001 for their analyses of information asymmetry

problems.

Links

Preferences are not absolute but rather they depend upon market conditions, cultures, peer groups, and

surrounding events. Individuals’ preferences nestle within these parameters. Therefore, we can never talk
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in absolute terms when we talk about satisfaction and preferences. The 2008 crisis, which continued into
2009, provides a good example of how people’s preferences can change very quickly. When people sat
around in celebration of 2009 New Year’s Eve, conversation centered on hopes for “making a living” and
having some means for income. These same people talked about trips around the world at the end of
2007. Happiness and preferences are a dynamic topic depending upon individuals’ stage of life and
economic states of the world. Under each new condition, new preferences arise that fall under the static
utility theory discussed below. Economists have researched “happiness,” and continuing study is very

important to economists. !

e “Money Doesn’'t Make People Happy,” by Tim Harford.

But marriage, sex, socializing and even middle age do.

http://www.forbes.com/2006/02/11/tim-harford-money cz_th money06 0214 harford.html

e “Shall I Compare Thee To A Summer’s Sausage?” by Daniel Gilbert.

Money can’t make you happy, but making the right comparisons can.

http://www.forbes.com/2006/02/11/daniel-gilbert-happiness_cx_dg money06 0214 gilbert.html

e “Money, Happiness and the Pursuit of Both,” by Elizabeth MacDonald.

When it comes [to] money and happiness, economists and psychologists have got it all wrong.

http://www.forbes.com/2006/02/11/money-happiness-consumption_cz_em_money

06_0214pursuit.html

e “The Happiness Business,” by Paul Maidment.
There is more academic research than you can shake a Havana cigar at saying there is no correlation

between wealth and happiness.
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06_0214maidment.html

Figure 3.1 Links between the Holistic Risk Picture and Risk Attitudes
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[1] At one time, economists measured satisfaction in a unit called “utils” and discussed the

highest number of utils as “bliss points”!

[2] Economists are fond of the phrase “ceteris paribus,” which means all else the same. We can

only vary one component of human behavior at a time.

[3] The utility theory is utilized to compare two or more options. Thus, by its very nature, we

refer to the utility theory as an “ordinal” theory, which rank orders choices, rather than
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IlI

“cardinal” utility, which has the ability to attach a number to even a single outcome where

there are no choices involved.

[4] An academic example is the following study: Yew-Kwang Ng, “A Case for Happiness,
Cardinalism, and Interpersonal Comparability,” Economic Journall07 (1997): 1848-58. She
contends that “modern economists are strongly biased in favour of preference (in contrast to
happiness), ordinalism, and against interpersonal comparison. | wish to argue for the opposite.”
A more popular research is at Forbes on happiness research.Forbes magazine published several

short pieces on happiness research. Nothing especially rigorous, but a pleasant enough read:
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3.1 Utility Theory

LEARNING OBJECTIVES

e |n this section we discuss economists’ utility theory.

e You will learn about assumptions that underlie individual preferences, which
can then be mapped onto a utility “function,” reflecting the satisfaction level
associated with individuals’ preferences.

e Further, we will explore how individuals maximize utility (or satisfaction).

Utility theory bases its beliefs upon individuals’ preferences. It is a theory postulated in economics to
explain behavior of individuals based on the premise people can consistently rank order their choices
depending upon their preferences. Each individual will show different preferences, which appear to be
hard-wired within each individual. We can thus state that individuals’ preferences are intrinsic. Any
theory, which proposes to capture preferences, is, by necessity, abstraction based on certain assumptions.
Utility theory is a positive theory that seeks to explain the individuals’ observed behavior and

choices. 'This contrasts with a normative theory, one that dictates that people should behave in the
manner prescribed by it. Instead, it is only since the theory itself is positive, after observing the choices
that individuals make, we can draw inferences about their preferences. When we place certain restrictions
on those preferences, we can represent them analytically using a utility function—a mathematical
formulation that ranks the preferences of the individual in terms of satisfaction different consumption
bundles provide. Thus, under the assumptions of utility theory, we can assume that people behaved as if
they had a utility function and acted according to it. Therefore, the fact that a person does not know
his/her utility function, or even denies its existence, does not contradict the theory. Economists have used

experiments to decipher individuals’ utility functions and the behavior that underlies individuals’ utility.

To begin, assume that an individual faces a set of consumption “bundles.” We assume that individuals
have clear preferences that enable them to “rank order” all bundles based on desirability, that is, the level
of satisfaction each bundle shall provide to each individual. This rank ordering based on preferences tells

us the theory itself has ordinal utility—it is designed to study relative satisfaction levels. As we noted
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earlier, absolute satisfaction depends upon conditions; thus, the theory by default cannot
have cardinal utility, or utility that can represent the absolute level of satisfaction. To make this theory
concrete, imagine that consumption bundles comprise food and clothing for a week in all different

combinations, that is, food for half a week, clothing for half a week, and all other possible combinations.

The utility theory then makes the following assumptions:

1. Completeness: Individuals can rank order all possible bundles. Rank ordering implies that the
theory assumes that, no matter how many combinations of consumption bundles are placed in
front of the individual, each individual can always rank them in some order based on preferences.
This, in turn, means that individuals can somehow compare any bundle with any other bundle
and rank them in order of the satisfaction each bundle provides. So in our example, half a week of
food and clothing can be compared to one week of food alone, one week of clothing alone, or any
such combination. Mathematically, this property wherein an individual’s preferences enable him
or her to compare any given bundle with any other bundle is called the completeness property
of preferences.

2. More-is-better: Assume an individual prefers consumption of bundle A of goods to bundle B.
Then he is offered another bundle, which contains more of everything in bundle A, that is, the
new bundle is represented by aA where a = 1. The more-is-better assumption says that
individuals prefer aA to A, which in turn is preferred to B, but also A itself. For our example, if
one week of food is preferred to one week of clothing, then two weeks of food is a preferred
package to one week of food. Mathematically, the more-is-better assumption is called
the monotonicity assumption on preferences. One can always argue that this assumption
breaks down frequently. It is not difficult to imagine that a person whose stomach is full would
turn down additional food. However, this situation is easily resolved. Suppose the individual is
given the option of disposing of the additional food to another person or charity of his or her
choice. In this case, the person will still prefer more food even if he or she has eaten enough. Thus
under the monotonicity assumption, a hidden property allows costless disposal of excess

guantities of any bundle.
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3. Mix-is-better: Suppose an individual is indifferent to the choice between one week of clothing
alone and one week of food. Thus, either choice by itself is not preferred over the other.

The “mix-is-better” assumption about preferences says that a mix of the two, say half-week of
food mixed with half-week of clothing, will be preferred to both stand-alone choices. Thus, a glass
of milk mixed with Milo (Nestle’s drink mix), will be preferred to milk or Milo alone. The mix-is-
better assumption is called the “convexity” assumption on preferences, that is, preferences are
convex.

4. Rationality: This is the most important and controversial assumption that underlies all of utility
theory. Under the assumption of rationality, individuals’ preferences avoid any kind of
circularity; that is, if bundle A is preferred to B, and bundle B is preferred to C, then A is also
preferred to C. Under no circumstances will the individual prefer C to A. You can likely see why
this assumption is controversial. It assumes that the innate preferences (rank orderings of

bundles of goods) are fixed, regardless of the context and time.

If one thinks of preference orderings as comparative relationships, then it becomes simpler to construct
examples where this assumption is violated. So, in “beats”—as in A beat B in college football. These are
relationships that are easy to see. For example, if University of Florida beats Ohio State, and Ohio State
beats Georgia Tech, it does not mean that Florida beats Georgia Tech. Despite the restrictive nature of the

assumption, it is a critical one. In mathematics, it is called the assumption of transitivity of preferences.

Whenever these four assumptions are satisfied, then the preferences of the individual can be represented
by a well-behaved utility function. '’ Note that the assumptions lead to “a” function, not “the”
function. Therefore, the way that individuals represent preferences under a particular utility function may
not be unique. Well-behaved utility functions explain why any comparison of individual people’s utility
functions may be a futile exercise (and the notion of cardinal utility misleading). Nonetheless, utility
functions are valuable tools for representing the preferences of an individual, provided the four
assumptions stated above are satisfied. For the remainder of the chapter we will assume that preferences
of any individual can always be represented by a well-behaved utility function. As we mentioned earlier,

well-behaved utility depends upon the amount of wealth the person owns.
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Utility theory rests upon the idea that people behave as if they make decisions by assigning imaginary
utility values to the original monetary values. The decision maker sees different levels of monetary values,
translates these values into different, hypothetical terms (“utils”), processes the decision in utility terms
(not in wealth terms), and translates the result back to monetary terms. So while we observe inputs to and
results of the decision in monetary terms, the decision itself is made in utility terms. And given that utility
denotes levels of satisfaction, individuals behave as if they maximize the utility, not the level of observed

dollar amounts.

While this may seem counterintuitive, let’s look at an example that will enable us to appreciate this
distinction better. More importantly, it demonstrates why utility maximization, rather than wealth
maximization, is a viable objective. The example is called the “St. Petersburg paradox.” But before we turn

to that example, we need to review some preliminaries of uncertainty: probability and statistics.

KEY TAKEAWAYS

e In economics, utility theory governs individual decision making. The student
must understand an intuitive explanation for the assumptions: completeness,
monotonicity, mix-is-better, and rationality (also called transitivity).

e Finally, students should be able to discuss and distinguish between the various

assumptions underlying the utility function.

DISCUSSION QUESTIONS

1. Utility theory is a preference-based approach that provides a rank ordering of
choices. Explain this statement.

2. List and describe in your own words the four axioms/assumptions that lead to
the existence of a utility function.

3. Whatis a “util” and what does it measure?

[1] The distinction between normative and positive aspects of a theory is very important in the
discipline of economics. Some people argue that economic theories should be normative, which

means they should be prescriptive and tell people what to do. Others argue, often successfully,
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that economic theories are designed to be explanations of observed behavior of agents in the

market, hence positive in that sense.

[2] The assumption of convexity of preferences is not required for a utility function

representation of an individual’s preferences to exist. But it is necessary if we want that

function to be well behaved.

Saylor URL: http://www.saylor.org/books

Saylor.org
99



http://creativecommons.org/licenses/by-nc-sa/3.0/
http://www.saylor.org/books

3.2 Uncertainty, Expected Value, and Fair Games

LEARNING OBJECTIVES

e |n this section we discuss the notion of uncertainty. Mathematical
preliminaries discussed in this section form the basis for analysis of individual
decision making in uncertain situations.

e The student should pick up the tools of this section, as we will apply them

later.

As we learned in the chapters Chapter 1 "The Nature of Risk: Losses and Opportunities" and Chapter 2
"Risk Measurement and Metrics", risk and uncertainty depend upon one another. The origins of the
distinction go back to the Mr. Knight, '/ who distinguished between risk and uncertainty, arguing that
measurable uncertainty is risk. In this section, since we focus only on measurable uncertainty, we will not

distinguish between risk and uncertainty and use the two terms interchangeably.

As we described in Chapter 2 "Risk Measurement and Metrics", the study of uncertainty originated in
games of chance. So when we play games of dice, we are dealing with outcomes that are inherently
uncertain. The branch of science of uncertain outcomes is probability and statistics. Notice that the
analysis of probability and statistics applies only if outcomes are uncertain. When a student registers for a
class but does not attend any lectures nor does any assigned work or test, only one outcome is possible: a
failing grade. On the other hand, if the student attends all classes and scores 100 percent on all tests and
assignments, then too only one outcome is possible, an “A” grade. In these extreme situations, no
uncertainty arises with the outcomes. But between these two extremes lies the world of uncertainty.
Students often do research on the instructor and try to get a “feel” for the chance that they will make a

particular grade if they register for an instructor’s course.

Even though we covered some of this discussion of probability and uncertainty in Chapter 2 "Risk
Measurement and Metrics", we repeat it here for reinforcement. Figuring out the chance, in mathematical

terms, is the same as calculating the probability of an event. To compute a probability empirically, we
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repeat an experiment with uncertain outcomes (called a random experiment) and count the number of
times the event of interest happens, say n, in the N trials of the experiment. The empirical probability of
the event then equals n/N. So, if one keeps a log of the number of times a computer crashes in a day and
records it for 365 days, the probability of the computer crashing on a day will be the sum of all of

computer crashes on a daily basis (including zeroes for days it does not crash at all) divided by 365.

For some problems, the probability can be calculated using mathematical deduction. In these cases, we
can figure out the probability of getting a head on a coin toss, two aces when two cards are randomly
chosen from a deck of 52 cards, and so on (see the example of the dice in Chapter 2 "Risk Measurement
and Metrics"). We don’t have to conduct a random experiment to actually compute the mathematical

probability, as is the case with empirical probability.

Finally, as strongly suggested before, subjective probability is based on a person’s beliefs and experiences,
as opposed to empirical or mathematical probability. It may also depend upon a person’s state of mind.
Since beliefs may not always be rational, studying behavior using subjective probabilities belongs to the

realm of behavioral economics rather than traditional rationality-based economics.

So consider a lottery (a game of chance) wherein several outcomes are possible with defined probabilities.
Typically, outcomes in a lottery consist of monetary prizes. Returning to our dice example of Chapter 2
"Risk Measurement and Metrics", let’s say that when a six-faced die is rolled, the payoffs associated with
the outcomes are $1ifalturnsup, $2fora 2, ..., and $6 for a 6. Now if this game is played once, one and
only one amount can be won—$1, $2, and so on. However, if the same game is played many times, what is

the amount that one can expect to win?

Mathematically, the answer to any such question is very straightforward and is given by the expected

value of the game.
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In a game of chance, if W1,W2,...,WN are the N outcomes possible with probabilities z1,z2,...,zN , then the

expected value of the game (G) is

E(U)=) i-temiU(Wi)=1/2xIn(2)+1/4xIn(4)+...=) ir1x12In(2).

The computation can be extended to expected values of any uncertain situation, say losses, provided we

know the outcome numbers and their associated probabilities. The probabilities sum to 1, that is,

Y i=inmi=m+. .. +an=1.

While the computation of expected value is important, equally important is notion behind expected
values. Note that we said that when it comes to the outcome of a single game, only one amount can be
won, either $1, $2, ..., $6. But if the game is played over and over again, then one can expect to

win E(G)=Ys 1+ /5 2...+ /5 6=$3.50 per game. Often—like in this case—the expected value is not one of the
possible outcomes of the distribution. In other words, the probability of getting $3.50 in the above lottery
is zero. Therefore, the concept of expected value is a long-run concept, and the hidden assumption is that
the lottery is played many times. Secondly, the expected value is a sum of the products of two numbers,
the outcomes and their associated probabilities. If the probability of a large outcome is very high then the

expected value will also be high, and vice versa.

Expected value of the game is employed when one designs a fair game. A fair game, actuarially speaking,
is one in which the cost of playing the game equals the expected winnings of the game, so that net value of
the game equals zero. We would expect that people are willing to play all fair value games. But in practice,
this is not the case. | will not pay $500 for a lucky outcome based on a coin toss, even if the expected gains

equal $500. No game illustrates this point better than the St. Petersburg paradox.

The paradox lies in a proposed game wherein a coin is tossed until “head” comes up. That is when the
game ends. The payoff from the game is the following: if head appears on the first toss, then $2 is paid to

the player, if it appears on the second toss then $4 is paid, if it appears on the third toss, then $8, and so
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on, so that if head appears on the nth toss then the payout is $2n. The question is how much would an

individual pay to play this game?

Let us try and apply the fair value principle to this game, so that the cost an individual is willing to bear

should equal the fair value of the game. The expected value of the game E(G) is calculated below.

The game can go on indefinitely, since the head may never come up in the first million or billion trials.
However, let us look at the expected payoff from the game. If head appears on the first try, the probability
of that happening is %2, and the payout is $2. If it happens on the second try, it means the first toss yielded
a tail (T) and the second a head (H). The probability of TH combination =% x % =, and the payoff is $4.
Then if H turns up on the third attempt, it implies the sequence of outcomes is TTH, and the probability
of that occurring is % x % x% ='/; with a payoff of $8. We can continue with this inductive analysis ad
infinitum. Since expected is the sum of all products of outcomes and their corresponding

probabilities, E(G)= % x2 +! x4+ g x8+...= o0,

It is evident that while the expected value of the game is infinite, not even the Bill Gateses and Warren

Buffets of the world will give even a thousand dollars to play this game, let alone billions.

Daniel Bernoulli was the first one to provide a solution to this paradox in the eighteenth century. His
solution was that individuals do not look at the expected wealth when they bid a lottery price, but the
expected utility of the lottery is the key. Thus, while the expected wealth from the lottery may be infinite,
the expected utility it provides may be finite. Bernoulli termed this as the “moral value” of the game.
Mathematically, Bernoulli’s idea can be expressed with a utility function, which provides a representation

of the satisfaction level the lottery provides.

Bernoulli used U(W)=In(W) to represent the utility that this lottery provides to an individual where W is
the payoff associated with each event H, TH, TTH, and so on, then the expected utility from the game is

given by
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which can be shown to equal 1.39 after some algebraic manipulation. Since the expected utility that this
lottery provides is finite (even if the expected wealth is infinite), individuals will be willing to pay only a

finite cost for playing this lottery.

The next logical question to ask is, What if the utility was not given as natural log of wealth by Bernoulli
but something else? What is that about the natural log function that leads to a finite expected utility? This
brings us to the issue of expected utility and its central place in decision making under uncertainty in

economics.

KEY TAKEAWAYS

e Students should be able to explain probability as a measure of uncertainty in
their own words.

e Moreover, the student should also be able to explain that any expected value
is the sum of product of probabilities and outcomes and be able to compute

expected values.

DISCUSSION QUESTIONS

1. Define probability. In how many ways can one come up with a probability
estimate of an event? Describe.

2. Explain the need for utility functions using St. Petersburg paradox as an
example.

3. Suppose a six-faced fair die with numbers 1-6 is rolled. What is the number
you expect to obtain?

4. What is an actuarially fair game?

[1] See Jochen Runde, “Clarifying Frank Knight’s Discussion of the Meaning of Risk and
Uncertainty,” Cambridge Journal of Economics 22, no. 5 (1998): 539-46.
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3.3 Choice under Uncertainty: Expected Utility Theory

LEARNING OBJECTIVES

e |n this section the student learns that an individual’s objective is to maximize
expected utility when making decisions under uncertainty.

e We also learn that people are risk averse, risk neutral, or risk seeking (loving).

We saw earlier that in a certain world, people like to maximize utility. In a world of uncertainty, it seems
intuitive that individuals would maximize expected utility. This refers to a construct used to explain the
level of satisfaction a person gets when faced with uncertain choices. The intuition is straightforward,
proving it axiomatically was a very challenging task. John von Neumann and Oskar Morgenstern (1944)
advocated an approach that leads us to a formal mathematical representation of maximization of expected

utility.

We have also seen that a utility function representation exists if the four assumptions discussed above
hold. Messrs. von Neumann and Morgenstern added two more assumptions and came up with an
expected utility function that exists if these axioms hold. While the discussions about these
assumptions "' is beyond the scope of the text, it suffices to say that the expected utility function has the

form

Unexpected text node: ',

where u is a function that attaches numbers measuring the level of satisfaction u; associated with each
outcome i. u is called the Bernoulli function while E(U) is the von Neumann-Morgenstern expected utility

function.

Again, note that expected utility function is not unique, but several functions can model the preferences of
the same individual over a given set of uncertain choices or games. What matters is that such a function

(which reflects an individual’s preferences over uncertain games) exists. The expected utility theory then
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says if the axioms provided by von Neumann-Morgenstern are satisfied, then the individuals behave as if

they were trying to maximize the expected utility.

The most important insight of the theory is that the expected value of the dollar outcomes may provide a
ranking of choices different from those given by expected utility. The expected utility theory then says
persons shall choose an option (a game of chance or lottery) that maximizes their expected utility rather
than the expected wealth. That expected utility ranking differs from expected wealth ranking is best

explained using the example below.

Let us think about an individual whose utility function is given by u(W)=W—— and has an initial

endowment of $10. This person faces the following three lotteries, based on a coin toss:

Table 3.1 Utility Function with Initial Endowment of $10

Outcome (Probability)

Payoff Lottery 1

Payoff Lottery 2

Payoff Lottery 3

H (0.5) 10 20 30
T (0.5) -2 -5 -10
E(G) 4 75 10

We can calculate the expected payoff of each lottery by taking the product of probability and the payoff
associated with each outcome and summing this product over all outcomes. The ranking of the lotteries
based on expected dollar winnings is lottery 3, 2, and 1—in that order. But let us consider the ranking of

the same lotteries by this person who ranks them in order based on expected utility.

We compute expected utility by taking the product of probability and the associated utility corresponding
to each outcome for all lotteries. When the payoff is $10, the final wealth equals initial endowment ($10)
plus winnings = ($20). The utility of this final wealth is given by v20 = 4.472. The completed utility table is

shown below.
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Table 3.2 Lottery Rankings by Expected Utility

Outcome (Probability)

Utility Lottery 1

Utility Lottery 2

Utility Lottery 3

H (0.5) 4.472 5.477 6.324
T(0.5) 2.828 2.236 0
E(U) = 3.650 3.856 3.162

The expected utility ranks the lotteries in the order 2—1—3. So the expected utility maximization principle

leads to choices that differ from the expected wealth choices.

The example shows that the ranking of games of chance differs when one utilizes the expected utility
(E[U]) theory than when the expected gain E(G) principle applies This leads us to the insight that if two
lotteries provide the same E(G), the expected gain principle will rank both lotteries equally, while the
E(U) theory may lead to unique rankings of the two lotteries. What happens when the E(U) theory leads

to a same ranking? The theory says the person is indifferent between the two lotteries.

Risk Types and Their Utility Function Representations

What characteristic of the games of chance can lead to same E(G) but different E(U)? The characteristic is
the “risk” associated with each game. ” Then the E(U) theory predicts that the individuals’ risk “attitude”
for each lottery may lead to different rankings between lotteries. Moreover, the theory is “robust” in the
sense that it also allows for attitudes toward risk to vary from one individual to the next. As we shall now
see, the E(U) theory does enable us to capture different risk attitudes of individuals. Technically, the
difference in risk attitudes across individuals is called “heterogeneity of risk preferences” among economic

agents.

From the E(U) theory perspective, we can categorize all economic agents into one of the three categories

as noted in Chapter 1 "The Nature of Risk: Losses and Opportunities":

e Risk averse
e Risk neutral
e Risk seeking (or loving)
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We will explore how E(U) captures these attitudes and the meaning of each risk attitude next.

Consider the E(U) function given by E(U) = Zi: miu(Wi).

Let the preferences be such that the addition to utility one gets out of an additional dollar at lower levels
of wealth is always greater than the additional utility of an extra dollar at higher levels of wealth. So, let us
say that when a person has zero wealth (no money), then the person has zero utility. Now if the person
receives a dollar, his utility jumps to 1 util. If this person is now given an additional dollar, then as per the
monotonicity (more-is-better) assumption, his utility will go up. Let us say that it goes up to 1.414 utils so
that the increase in utility is only 0.414 utils, while earlier it was a whole unit (1 util). At 2 dollars of
wealth, if the individual receives another dollar, then again his families’ utility rises to a new level, but
only to 1.732 utils, an increase of 0.318 units (1.732 — 1.414). This is increasing utility at a decreasing rate
for each additional unit of wealth. Figure 3.2 "A Utility Function for a Risk-Averse Individual™ shows a

graph of the utility.

Figure 3.2 A Utility Function for a Risk-Averse Individual
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The first thing we notice from Figure 3.2 "A Utility Function for a Risk-Averse Individual” is
its concavity, which means if one draws a chord connecting any two points on the curve, the chord will
lie strictly below the curve. Moreover, the utility is always increasing although at a decreasing rate. This

feature of this particular utility function is called diminishing marginal utility. Marginal utility at any
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given wealth level is nothing but the slope of the utility function at that wealth level.” u'(W)>0,
u"(W) < Ou(W) = W—VW, LN(W),— e 2. The functional form depicted in Figure 3.2 "A Utility Function for

a Risk-Averse Individual"is LN(W).

The question we ask ourselves now is whether such an individual, whose utility function has the shape

in Figure 3.2 "A Utility Function for a Risk-Averse Individual”, will be willing to pay the

actuarially fair price (AFP), which equals expected winnings, to play a game of chance? Let the game
that offers him payoffs be offered to him. In Game 1, tables have playoff games by Game 1 in Table 3.1
"Utility Function with Initial Endowment of $10" based on the toss of a coin. The AFP for the game is $4.
Suppose that a person named Terry bears this cost upfront and wins; then his final wealth is $10 — $4 +
$10 = $16 (original wealth minus the cost of the game, plus the winning of $10), or else it equals $10 — $4
— $2 = $4 (original wealth minus the cost of the game, minus the loss of $2) in case he loses. Let the
utility function of this individual be given by YW. Then expected utility when the game costs AFP

equals 0.5V16 + 0.5V4 =3 utils. On the other hand, suppose Terry doesn’t play the game; his utility remains
at V10 = 3.162.Since the utility is higher when Terry doesn’t play the game, we conclude that any
individual whose preferences are depicted by Figure 3.2 "A Utility Function for a Risk-Averse

Individual” will forgo a game of chance if its cost equals AFP. This is an important result for a concave

utility function as shown in Figure 3.2 "A Utility Function for a Risk-Averse Individual”.

Such a person will need incentives to be willing to play the game. It could come as a price reduction for
playing the lottery, or as a premium that compensates the individual for risk. If Terry already faces a risk,
he will pay an amount greater than the actuarially fair value to reduce or eliminate the risk. Thus, it works
both ways—consumers demand a premium above AFP to take on risk. Just so, insurance companies

charge individuals premiums for risk transfer via insurances.

An individual—let’'s name him Johann—has preferences that are characterized by those shown in Figure
3.2 "A Utility Function for a Risk-Averse Individual” (i.e., by a concave or diminishing marginal utility
function). Johann is a risk-averse person. We have seen that a risk-averse person refuses to play an

actuarially fair game. Such risk aversions also provide a natural incentive for Johann to demand (or,
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equivalently, pay) a risk premium above AFP to take on (or, equivalently, get rid of) risk. Perhaps you will
recall from Chapter 1 "The Nature of Risk: Losses and Opportunities” that introduced a more
mathematical measure to the description of risk aversion. In an experimental study, Holt and Laury
(2002) find that a majority of their subjects under study made “safe choices,” that is, displayed risk
aversion. Since real-life situations can be riskier than laboratory settings, we can safely assume that a

majority of people are risk averse most of the time. What about the remainder of the population?

We know that most of us do not behave as risk-averse people all the time. In the later 1990s, the stock
market was considered to be a “bubble,” and many people invested in the stock market despite the
preferences they exhibited before this time. At the time, Federal Reserve Board Chairman Alan Greenspan
introduced the term “irrational exuberance” in a speech given at the American Enterprise Institute. The
phrase has become a regular way to describe people’s deviations from normal preferences. Such behavior
was also repeated in the early to mid-2000s with a real estate bubble. People without the rational means
to buy homes bought them and took “nonconventional risks,” which led to the 2008—2009 financial and
credit crisis and major recessions (perhaps even depression) as President Obama took office in January
2009. We can regard external market conditions and the “herd mentality” to be significant contributors to

changing rational risk aversion traits.

An individual may go skydiving, hang gliding, and participate in high-risk-taking behavior. Our question
is, can the expected utility theory capture that behavior as well? Indeed it can, and that brings us to risk-
seeking behavior and its characterization in E(U) theory. Since risk-seeking behavior exhibits preferences
that seem to be the opposite of risk aversion, the mathematical functional representation may likewise
show opposite behavior. For a risk-loving person, the utility function will show the shape given in Figure
3.3 "A Utility Function for a Risk-Seeking Individual™. It shows that the greater the level of wealth of the
individual, the higher is the increase in utility when an additional dollar is given to the person. We call
this feature of the function, in which utility is always increasing at an increasing rate,

increasing marginal utility. It turns out that all convex utility functions look like Figure 3.3 "A
Utility Function for a Risk-Seeking Individual”. The curve lies strictly below the chord joining any two

points on the curve. " u(w)=w?e".
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Figure 3.3 A Utility Function for a Risk-Seeking Individual
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A risk-seeking individual will always choose to play a gamble at its AFP. For example, let us assume that
the individual’s preferences are given by u(W)=W?. As before, the individual owns $10, and has to decide
whether or not to play a lottery based on a coin toss. The payoff if a head turns up is $10 and —-$2 if it’s a
tail. We have seen earlier (inTable 3.1 "Utility Function with Initial Endowment of $10") that the AFP for

playing this lottery is $4.

The expected utility calculation is as follows. After bearing the cost of the lottery upfront, the wealth is $6.
If heads turns up, the final wealth becomes $16 ($6 + $10). In case tails turns face-up, then the final
wealth equals $4 ($6 — $2). People’s expected utility if they play the lottery is

u(W) = 0.5 x 16° + 0.5 x 4% = 136 utils.

On the other hand, if an individual named Ray decides not to play the lottery, then the
E(U) = 10°= 100. Since the E(U) is higher if Ray plays the lottery at its AFP, he will play the lottery. As a
matter of fact, this is the mind-set of gamblers. This is why we see so many people at the slot machines in

gambling houses.
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The contrast between the choices made by risk-averse individuals and risk-seeking individuals is starkly
clear in the above example. *' To summarize, a risk-seeking individual always plays the lottery at its AFP,
while a risk-averse person always forgoes it. Their concave (Figure 3.1 "Links between the Holistic Risk

Picture and Risk Attitudes") versus convex (Figure 3.2 "A Utility Function for a Risk-Averse Individual™)

utility functions and their implications lie at the heart of their decision making.

Finally, we come to the third risk attitude type wherein an individual is indifferent between playing a
lottery and not playing it. Such an individual is called risk neutral. The preferences of such an individual
can be captured in E(U) theory by a linear utility function of the form u(W) = aW, where a is a real number
> 0. Such an individual gains a constant marginal utility of wealth, that is, each additional dollar adds the
same utility to the person regardless of whether the individual is endowed with $10 or $10,000. The
utility function of such an individual is depicted in Figure 3.4 "A Utility Function for a Risk-Neutral
Individual".

Figure 3.4 A Utility Function for a Risk-Neutral Individual
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KEY TAKEAWAYS

e This section lays the foundation for analysis of individuals’ behavior under
uncertainty. Student should be able to describe it as such.

e The student should be able to compute expected gains and expected utilities.

e Finally, and most importantly, the concavity and convexity of the utility function is

key to distinguishing between risk-averse and risk-seeking individuals.

DISCUSSION QUESTIONS

1. Discuss the von Neumann-Morgenstern expected utility function and discuss how it
differs from expected gains.

2. You are told that uw)-w:is a utility function with diminishing marginal utility. Is it
correct? Discuss, using definition of diminishing marginal utility.

3. Anindividual has a utility function given by (w) - vw, and initial wealth of $100. If he
plays a costless lottery in which he can win or lose $10 at the flip of a coin, compute
his expected utility. What is the expected gain? Will such a person be categorized as
risk neutral?

4. Discuss the three risk types with respect to their shapes, technical/mathematical

formulation, and the economic interpretation.

[1] These are called the continuity and independence assumptions.

[2] At this juncture, we only care about that notion of risk, which captures the inherent

variability in the outcomes (uncertainty) associated with each lottery.

[3] Mathematically, the property that the utility is increasing at a decreasing rate can be written
as a combination of restrictions on the first and second derivatives (rate of change of slope) of
the utility function, u'(w) > 0, u"(w) <0.Some functions that satisfy this property are

u(W)=W — VW, LN(W),—e V.
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[4] The convex curve in Figure 3.2 "A Utility Function for a Risk-Averse Individual" has some

examples that include the mathematical function uw)=wz,ew.

[5] Mathematically speaking, for a risk-averse person, we have E(U[W]) < U[E(W)]. Similarly, for a

risk-seeking person we have E(U[W)] > U[E(W)]. This result is called Jensen’s inequality.
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3.4 Biases Affecting Choice under Uncertainty

LEARNING OBJECTIVE

e |n this section the student learns that an individual’s behavior cannot always
be characterized within an expected utility framework. Biases and other
behavioral aspects make individuals deviate from the behavior predicted by

the E(U) theory.

Why do some people jump into the river to save their loved ones, even if they cannot swim? Why would
mothers give away all their food to their children? Why do we have herd mentality where many
individuals invest in the stock market at times of bubbles like at the latter part of the 1990s? These are
examples of aspects of human behavior that E(U) theory fails to capture. Undoubtedly, an emotional
component arises to explain the few examples given above. Of course, students can provide many more
examples. The realm of academic study that deals with departures from E(U) maximization behavior is

called behavioral economics.

While expected utility theory provides a valuable tool for analyzing how rational people should make
decisions under uncertainty, the observed behavior may not always bear it out. Daniel Kahneman and
Amos Tversky (1974) were the first to provide evidence that E(U) theory doesn’t provide a complete
description of how people actually decide under uncertain conditions. The authors conducted experiments
that demonstrate this variance from the E(U) theory, and these experiments have withstood the test of
time. It turns out that individual behavior under some circumstances violates the axioms of rational

choice of E(U) theory.

Kahneman and Tversky (1981) provide the following example: Suppose the country is going to be struck
by the avian influenza (bird flu) pandemic. Two programs are available to tackle the pandemic, A and B.
Two sets of physicians, X and Y, are set with the task of containing the disease. Each group has the
outcomes that the two programs will generate. However, the outcomes have different phrasing for each

group. Group X is told about the efficacy of the programs in the following words:
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e Program A: If adopted, it will save exactly 200 out of 600 patients.
e Program B: If adopted, the probability that 600 people will be saved is 1/3, while the probability

that no one will be saved is 2/3.

Seventy-six percent of the doctors in group X chose to administer program A.

Group Y, on the other hand, is told about the efficacy of the programs in these words:

e Program A: If adopted, exactly 400 out of 600 patients will die.
e Program B: If adopted, the probability that nobody will die is 1/3, while the probability that all 600

will die is 2/3.

Only 13 percent of the doctors in this group chose to administer program A.

The only difference between the two sets presented to groups X and Y is the description of the outcomes.
Every outcome to group X is defined in terms of “saving lives,” while for group Y it is in terms of how

many will “die.” Doctors, being who they are, have a bias toward “saving” lives, naturally.

This experiment has been repeated several times with different subjects and the outcome has always been
the same, even if the numbers differ. Other experiments with different groups of people also showed that
the way alternatives are worded result in different choices among groups. The coding of alternatives that

makes individuals vary from E(U) maximizing behavior is called the framing effect.

In order to explain these deviations from E(U), Kahneman and Tversky suggest that individuals use
avalue function to assess alternatives. This is a mathematical formulation that seeks to explain
observed behavior without making any assumption about preferences. The nature of the value function is
such that it is much steeper in losses than in gains. The authors insist that it is a purely descriptive device
and is not derived from axioms like the E(U) theory. In the language of mathematics we say the value

function is convex in losses and concave in gains. For the same concept, economists will say that the
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function is risk seeking in losses and risk averse in gains. A Kahneman and Tversky value function is

shown in Figure 3.5 "Value Function of Kahneman and Tversky".

Figure 3.5 Value Function of Kahneman and Tversky

i
A

4

Eammnn- Losses-0-Gains ------ >

Figure 3.5 "Value Function of Kahneman and Tversky" shows the asymmetric nature of the value

function. A loss of $200 causes the individual to feel more value is lost compared to an equivalent gain of
$200. To see this notice that on the losses side (the negative x-axis) the graph falls more steeply than the
rise in the graph on the gains side (positive x-axis). And this is true regardless of the initial level of wealth

the person has initially.

The implications of this type of value function for marketers and sellers are enormous. Note that the value
functions are convex in losses. Thus, if $L is lost then say the value lost = —VL. Now if there are two
consecutive losses of $2 and $3, then the total value lost feels like V (lost) = —V2 — V3 =-1.414 — 1.732 =
—3.142. On the other hand if the losses are combined, then total loss = $5, and the value lost feels like —V5
=—2.236. Thus, when losses are combined, the total value lost feels less painful than when the losses are

segregated and reported separately.
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We can carry out similar analysis on the Kahneman and Tversky function when there is a gain. Note the
value function is concave in gains, say, V(W )= VW. Now if we have two consecutive gains of $2 and $3,
then the total value gained feels like V (gain) = V2 + V3 = 1.414 + 1.732 = 3.142. On the other hand, if we
combine the gains, then total gains = $5, and the value gained feels like V5 = 2.236.Thus, when gains are
segregated, the sum of the value of gains turns out to be higher than the value of the sum of gains. So the

idea would be to report combined losses, while segregating gains.

Since the individual feels differently about losses and gains, the analysis of the value function tells us that
to offset a small loss, we require a larger gain. So small losses can be combined with larger gains, and the
individual still feels “happier” since the net effect will be that of a gain. However, if losses are too large,
then combining them with small gains would result in a net loss, and the individual would feel that value
has been lost. In this case, it’s better to segregate the losses from the gains and report them separately.
Such a course of action will provide a consolation to the individual of the type: “At least there are some

gains, even if we suffer a big loss.”

Framing effects are not the only reason why people deviate from the behavior predicted by E(U) theory.

We discuss some other reasons next, though the list is not exhaustive; a complete study is outside the

scope of the text.
a. Overweighting and underweighting of probabilities. Recall that E(U) is the sum of products of
two sets of numbers: first, the utility one receives in each state of the world and second, the
probabilities with which each state could occur. However, most of the time probabilities are not
assigned objectively, but subjectively. For example, before Hurricane Katrina in 2005, individuals
in New Orleans would assign a very small probability to flooding of the type experienced in the
aftermath of Katrina. However, after the event, the subjective probability estimates of flooding

have risen considerably among the same set of individuals.

Humans tend to give more weight to events of the recent past than to look at the entire history.
We could attribute such a bias to limited memory, individuals’ myopic view, or just easy

availability of more recent information. We call this bias to work with whatever information is
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easily availability an availability bias. But people deviate from E(U) theory for more reasons

than simply weighting recent past more versus ignoring overall history.

Individuals also react to experience bias. Since all of us are shaped somewhat by our own
experiences, we tend to assign more weight to the state of the world that we have experienced and
less to others. Similarly, we might assign a very low weight to a bad event occurring in our lives,
even to the extent of convincing ourselves that such a thing could never happen to us. That is why
we see women avoiding mammograms and men colonoscopies. On the other hand, we might
attach a higher-than-objective probability to good things happening to us. No matter what the
underlying cause is, availability or experience, we know empirically that the probability weights
are adjusted subjectively by individuals. Consequently, their observed behavior deviates from

E(U) theory.

b. Anchoring bias. Often individuals base their subjective assessments of outcomes based on an
initial “guesstimate.” Such a guess may not have any reasonable relationship to the outcomes
being studied. In an experimental study reported by Kahneman and Tversky inScience (1974), the
authors point this out. The authors call this anchoring bias; it has the effect of biasing the

probability estimates of individuals. The experiment they conducted ran as follows:

First, each individual under study had to spin a wheel of fortune with numbers ranging from zero
to one hundred. Then, the authors asked the individual if the percent of African nations in the
United Nations (UN) was lower or higher than the number on the wheel. Finally, the individuals
had to provide an estimate of the percent of African nations in the UN. The authors observed that
those who spun a 10 or lower had a median estimate of 25 percent, while those who spun 65 or

higher provided a median estimate of 45 percent.

Notice that the number obtained on the wheel had no correlation with the question being asked.
It was a randomly generated number. However, it had the effect of making people anchor their

answers around the initial number that they had obtained. Kahneman and Tversky also found
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that even if the payoffs to the subjects were raised to encourage people to provide a correct

estimate, the anchoring effect was still evident.

c. Failure to ignore sunk costs. This is the most common reason why we observe departures from
E(U) theory. Suppose a person goes to the theater to watch a movie and discovers that he lost $10
on the way. Another person who had bought an online ticket for $10 finds he lost the ticket on the
way. The decision problem is: “Should these people spend another $10 to watch the movie?” In
experiments conducted suggesting exactly the same choices, respondents’ results show that the
second group is more likely to go home without watching the movie, while the first one will

overwhelmingly (88 percent) go ahead and watch the movie.

Why do we observe this behavior? The two situations are exactly alike. Each group lost $10. But in
a world of mental accounting, the second group has already spent the money on the movie. So this
group mentally assumes a cost of $20 for the movie. However, the first group had lost $10 that
was not marked toward a specific expense. The second group does not have the “feel” of a lost
ticket worth $10 as a sunk cost, which refers to money spent that cannot be recovered. What
should matter under E(U) theory is only the value of the movie, which is $10. Whether the ticket
or cash was lost is immaterial. Systematic accounting for sunk costs (which economists tell us that

we should ignore) causes departures from rational behavior under E(U) theory.

The failure to ignore sunk costs can cause individuals to continue to invest in ventures that are
already losing money. Thus, somebody who bought shares at $1,000 that now trade at $500 will
continue to hold on to them. They realized that the $1,000 is sunk and thus ignore it. Notice that
under rational expectations, what matters is the value of the shares now. Mental accounting tells
the shareholders that the value of the shares is still $1,000; the individual does not sell the shares
at $500. Eventually, in the economists’ long run, the shareholder may have to sell them for $200
and lose a lot more. People regard such a loss in value as a paper loss versus real loss, and

individuals may regard real loss as a greater pain than a paper loss.
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By no mean is the list above complete. Other kinds of cognitive biases intervene that can lead to deviating
behavior from E(U) theory. But we must notice one thing about E(U) theory versus the value function
approach. The E(U) theory is an axiomatic approach to the study of human behavior. If those axioms
hold, it can actually predict behavior. On the other hand the value function approach is designed only to

describe what actually happens, rather than what should happen.

KEY TAKEAWAYS

e Students should be able to describe the reasons why observed behavior is
different from the predicted behavior under E(U) theory.
e They should also be able to discuss the nature of the value function and how it

differs from the utility function.

DISCUSSION QUESTIONS

1. Describe the Kahneman and Tversky value function. What evidence do they
offer to back it up?

2. Are shapes other than the ones given by utility functions and value function
possible? Provide examples and discuss the implications of the shapes.

3. Discuss similarities and dissimilarities between availability bias, experience

bias, and failure to ignore sunk costs.?

Saylor URL: http://www.saylor.org/books Saylor.org
121



http://creativecommons.org/licenses/by-nc-sa/3.0/
http://www.saylor.org/books

3.5 Risk Aversion and Price of Hedging Risk

LEARNING OBJECTIVES

e |n this section we focus on risk aversion and the price of hedging risk. We
discuss the actuarially fair premium (AFP) and the risk premium.

e Students will learn how these principles are applied to pricing of insurance
(one mechanism to hedge individual risks) and the decision to purchase

insurance.

From now on, we will restrict ourselves to the E(U) theory since we can predict behavior with it. We are

interested in the predictions about human behavior, rather than just a description of it.

The risk averter’s utility function (as we had seen earlier in Figure 3.2 "A Utility Function for a Risk-
Averse Individual™) is concave to the origin. Such a person will never play a lottery at its actuarially fair
premium, that is, the expected loss in wealth to the individual. Conversely, such a person will always pay

at least an actuarially fair premium to get rid of the entire risk.

Suppose Ty is a student who gets a monthly allowance of $200 (initial wealth Wo) from his parents. He
might lose $100 on any given day with a probability 0.5 or not lose any amount with 50 percent chance.
Consequently, the expected loss (E[L]) to Ty equals 0.5($0) + 0.5($100) = $50. In other words, Ty’s
expected final wealth E (FW) = 0.5($200 — $0) + 0.5($200 — $100) = Wo — E(L) = $150. The question is
how much Ty would be willing to pay to hedge his expected loss of $50. We will assume that Ty’s utility

function is given by U(W) = VW —a risk averter’s utility function.

To apply the expected utility theory to answer the question above, we solve the problem in stages. In the
first step, we find out Ty’s expected utility when he does not purchase insurance and show it on Figure 3.6
"Risk Aversion" (a). In the second step, we figure out if he will buy insurance at actuarially fair prices and
use Figure 3.6 "Risk Aversion"(b) to show it. Finally, we compute Ty’s utility when he pays a premium P to

get rid of the risk of a loss. P represents the maximum premium Ty is willing to pay. This is featured
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in Figure 3.6 "Risk Aversion™ (c). At this premium, Ty is exactly indifferent between buying insurance or

remaining uninsured. What is P?

Figure 3.6 Risk Aversion

a Risk Aversion and No Insurance
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e Step 1: Expected utility, no insurance.

In case Ty does not buy insurance, he retains all the uncertainty. Thus, he will have an expected final

wealth of $150 as calculated above. What is his expected utility?

The expected utility is calculated as a weighted sum of the utilities in the two states, loss and no loss.
Therefore, EU = 0.5V($200—$0) + 0.5V($200-$100) = 12.071. Figure 3.6 "Risk Aversion" (a) shows the point
of E(U) for Ty when he does not buy insurance. His expected wealth is given by $150 on the x-axis and
expected utility by 12.071 on the y-axis. When we plot this point on the chart, it lies at D, on the chord

joining the two points A and B. A and B on the utility curve correspond to the utility levels when a loss is
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possible (W; = 100) and no loss (Wo = 200), respectively. In case Ty does not hedge, then his expected

utility equals 12.071.

What is the actuarially fair premium for Ty? Note actuarially fair premium (AFP) equals the expected loss

= $50. Thus the AFP is the distance between W, and the E (FW) in Figure 3.6 "Risk Aversion™ (a).

e  Step 2: Utility with insurance at AFP.

Now, suppose an insurance company offers insurance to Ty at a $50 premium (AFP). Will Ty buy it? Note
that when Ty buys insurance at AFP, and he does not have a loss, his final wealth is $150 (Initial Wealth
[$200] — AFP [$50]). In case he does suffer a loss, his final wealth = Initial Wealth ($200) — AFP ($50) —
Loss ($100) + Indemnity ($100) = $150. Thus, after the purchase of insurance at AFP, Ty’s final wealth
stays at $150 regardless of a loss. That is why Ty has purchased a certain wealth of $150, by paying an AFP
of $50. His utility is now given by V150 = 12.247 . This point is represented by C in Figure 3.6 "Risk
Aversion” (b). Since C lies strictly above D, Ty will always purchase full insurance at AFP. The noteworthy
feature for risk-averse individuals can now be succinctly stated. A risk-averse person will always hedge the
risk completely at a cost that equals the expected loss. This cost is the actuarially fair premium (AFP).
Alternatively, we can say that a risk-averse person always prefers certainty to uncertainty if uncertainty

can be hedged away at its actuarially fair price.

However, the most interesting part is that a risk-averse individual like Ty will pay more than the AFP to

get rid of the risk.

e Step 3: Utility with insurance at a price greater than AFP.

In case the actual premium equals AFP (or expected loss for Ty), it implies the insurance company does

not have its own costs/profits. This is an unrealistic scenario. In practice, the premiums must be higher

than AFP. The question is how much higher can they be for Ty to still be interested?
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To answer this question, we need to answer the question, what is the maximum premium Ty would be
willing to pay? The maximum premium P is determined by the point of indifference between no insurance

and insurance at price P.

If Ty bears a cost of P, his wealth stands at $200 — P. And this wealth is certain for the same reasons as in
step 2. If Ty does not incur a loss, his wealth remains $200 — P. In case he does incur a loss then he gets

indemnified by the insurance company. Thus, regardless of outcome his certain wealth is $200 - P.

To compute the point of indifference, we should equate the utility when Ty purchases insurance at P to the
expected utility in the no-insurance case. Note E(U) in the no-insurance case in step 1 equals 12.071. After
buying insurance at P, Ty’s certain utility is v(200—P). So we solve the equation v( 200—P) = 12.071 and get

P =$54.29.

Let us see the above calculation on a graph, Figure 3.6 "Risk Aversion" (c). Ty tells himself, “As long as the
premium P is such that | am above the E(U) line when | do not purchase insurance, | would be willing to
pay it.” So starting from the initial wealth Wo, we deduct P, up to the point that the utility of final wealth

equals the expected utility given by the point E(U) on the y-axis. This point is given by W, = W, — P.

The Total Premium (TP) = P comprises two parts. The AFP = the distance between initial wealth
Wo and E (FW) (= E [L]), and the distance between E (FW) and W,. This distance is called the risk
premium (RP, shown as the length ED in Figure 3.6 "Risk Aversion” [c]) and in Ty’s case above, it equals

$54.29 — $50 = $4.29.

The premium over and above the AFP that a risk-averse person is willing to pay to get rid of the risk is
called the risk premium. Insurance companies are aware of this behavior of risk-averse individuals.
However, in the example above, any insurance company that charges a premium greater than $54.29 will

not be able to sell insurance to Ty.

Saylor URL: http://www.saylor.org/books Saylor.org
125



http://creativecommons.org/licenses/by-nc-sa/3.0/
http://www.saylor.org/books

Thus, we see that individuals’ risk aversion is a key component in insurance pricing. The greater the
degree of risk aversion, the higher the risk premium an individual will be willing to pay. But the insurance
price has to be such that the premium charged turns out to be less than or equal to the maximum

premium the person is willing to pay. Otherwise, the individual will never buy full insurance.

Thus, risk aversion is a necessary condition for transfer of risks. Since insurance is one mechanism
through which a risk-averse person transfers risk, risk aversion is of paramount importance to insurance

demand.

The degree of risk aversion is only one aspect that affects insurance prices. Insurance prices also reflect
other important components. To study them, we now turn to the role that information plays in the

markets: in particular, how information and information asymmetries affect the insurance market.

KEY TAKEAWAYS

e In this section, students learned that risk aversion is the key to understanding
why insurance and other risk hedges exist.
e The student should be able to express the demand for hedging and the

conditions under which a risk-averse individual might refuse to transfer risk.

DISCUSSION QUESTIONS

1. What shape does a risk-averse person’s utility curve take? What role does risk
aversion play in market demand for insurance products?
2. Distinguish between risk premium and AFP. Show the two on a graph.

3. Under what conditions will a risk-averse person refuse an insurance offer?
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3.6 Information Asymmetry Problem in Economics

LEARNING OBJECTIVE

e Students learn the critical role that information plays in markets. In particular,
we discuss two major information economics problems: moral hazard and
adverse selection. Students will understand how these two problems affect

insurance availability and affordability (prices).

We all know about the used-car market and the market for “lemons.” Akerlof (1970) was the first to
analyze how information asymmetry can cause problems in any market. This is a problem
encountered when one party knows more than the other party in the contract. In particular, it addresses
how information differences between buyers and the sellers (information asymmetry) can cause market
failure. These differences are the underlying causes of adverse selection, a situation under which a
person with higher risk chooses to hedge the risk, preferably without paying more for the greater risk.
Adverse selection refers to a particular kind of information asymmetry problem, namely, hidden

information.

A second kind of information asymmetry lies in the hidden action, wherein one party’s actions are not

observable by the counterparty to the contract. Economists study this issue as one of moral hazard.

Adverse Selection

Consider the used-car market. While the sellers of used cars know the quality of their cars, the buyers do
not know the exact quality (imagine a world with no blue book information available). From the buyer’s
point of view, the car may be a lemon. Under such circumstances, the buyer’s offer price reflects

the average quality of the cars in the market.

When sellers approach a market in which average prices are offered, sellers who know that their cars are

of better quality do not sell their cars. (This example can be applied to the mortgage and housing crisis in
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2008. Sellers who knew that their houses are worth more prefer to hold on to them, instead of lowering
the price in order to just make a sale). When they withdraw their cars from market, the average quality of
the cars for sale goes down. Buyers’ offer prices get revised downward in response. As a result, the new
level of better-quality car sellers withdraws from the market. As this cycle continues, only lemons remain
in the market, and the market for used cars fails. As a result of an information asymmetry, the bad-quality

product drives away the good-quality ones from the market. This phenomenon is called adverse selection.

It's easy to demonstrate adverse selection in health insurance. Imagine two individuals, one who is
healthy and the other who is not. Both approach an insurance company to buy health insurance policies.
Assume for a moment that the two individuals are alike in all respects but their health condition. Insurers
can't observe applicants’ health status; this is private information. If insurers could find no way to figure

out the health status, what would it do?

Suppose the insurer’s price schedule reads, “Charge $10 monthly premium to the healthy one, and $25 to
the unhealthy one.” If the insurer is asymmetrically informed of the health status of each applicant, it
would charge an average premium ((10+25) / 2 = $17.50) to each. If insurers charge an average premium,
the healthy individual would decide to retain the health risk and remain uninsured. In such a case, the
insurance company would be left with only unhealthy policyholders. Note that these less-healthy people
would happily purchase insurance, since while their actual cost should be $25 they are getting it for
$17.50. In the long run, however, what happens is that the claims from these individuals exceed the
amount of premium collected from them. Eventually, the insurance company may become insolvent and
go bankrupt. Adverse selection thus causes bankruptcy and market failure. What is the solution to this
problem? The easiest is to charge $25 to all individuals regardless of their health status. In a
monopolistic market of only one supplier without competition this might work but not in a
competitive market. Even in a close-to-competitive market the effect of adverse selection is to increase

prices.

How can one mitigate the extent of adverse selection and its effects? The solution lies in reducing the level

of information asymmetry. Thus we find that insurers ask a lot of questions to determine the risk types of
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individuals. In the used-car market, the buyers do the same. Specialized agencies provide used-car
information. Some auto companies certify their cars. And buyers receive warranty offers when they buy

used cars.

Insurance agents ask questions and undertake individuals’ risk classification according to risk types. In
addition, leaders in the insurance market also developed solutions to adverse selection problems. This
comes in the form of risk sharing, which also means partial insurance. Under partial insurance,
companies offer products with deductibles (the initial part of the loss absorbed by the person who
incurs the loss) and coinsurance, where individuals share in the losses with the insurance companies. It
has been shown that high-risk individuals prefer full insurance, while low-risk individuals choose partial
insurance (high deductibles and coinsurance levels). Insurance companies also offer policies where the

premium is adjusted at a later date based on the claim experience of the policyholder during the period.

Moral Hazard

Adverse selection refers to a particular kind of information asymmetry problem, namely, hidden
information. A second kind of information asymmetry lies in the hidden action, if actions of one party of
the contract are not clear to the other. Economists study these problems under a category called the moral

hazard problem.

The simplest way to understand the problem of “observability” (or clarity of action) is to imagine an
owner of a store who hires a manager. The store owner may not be available to actually monitor the
manager’ actions continuously and at all times, for example, how they behave with customers. This
inability to observe actions of the agent (manager) by the principal (owner) falls under the class of
problems called the principal-agent problem. " Extension of this problem to the two parties of the

insurance contract is straightforward.

Let us say that the insurance company has to decide whether to sell an auto insurance policy to Wonku,

who is a risk-averse person with a utility function given by U(W )= YW. Wonku’s driving record is
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excellent, so he can claim to be a good risk for the insurance company. However, Wonku can also choose

to be either a careful driver or a not-so-careful driver. If he drives with care, he incurs a cost.

To exemplify, let us assume that Wonku drives a car carrying a market value of $10,000. The only other
asset he owns is the $3,000 in his checking account. Thus, he has a total initial wealth of $13,000. If he
drives carefully, he incurs a cost of $3,000. Assume he faces the following loss distributions when he

drives with or without care.

Table 3.3 Loss Distribution

Drives with Care | Drives without Care

Probability | Loss| Probability| Loss

0.25 (10,000 0.75| 10,000

0.75 0 0.25 0

Table 3.3 "Loss Distribution” shows that when he has an accident, his car is a total loss. The probabilities
of “loss” and “no loss” are reversed when he decides to drive without care. The E(L) equals $2,500 in case
he drives with care and $7,500 in case he does not. Wonku’s problem has four parts: whether to drive
with or without care, (I) when he has no insurance and (11) when he has insurance.

We consider Case | when he carries no insurance. Table 3.4 "Utility Distribution without

Insurance" shows the expected utility of driving with and without care. Since care costs $3,000, his initial
wealth gets reduced to $10,000 when driving with care. Otherwise, it stays at $13,000. The utility

distribution for Wonku is shown in Table 3.4 "Utility Distribution without Insurance".

Table 3.4 Utility Distribution without Insurance

Drives with Care Drives without Care
Probability | U (Final Wealth) | Probability | U (Final Wealth)
0.25 0 0.75 54.77
0.75 100 0.25 114.02
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When he drives with care and has an accident, then his final wealth (FW)

(FW)= $13,000 — $3,000 — $10,000 = $0, and the utility = Y0 = 0. In case he does not have an accident and
drives with care then his final wealth (FW) = (FW) = $13,000 — $3,000 — $0 = $10,000 (note that the cost of
care, $3,000, is still subtracted from the initial wealth) and the utility = v/10,000 = 100. Hence, E(U) of
driving with care = 0.25 x 0 + 0.75 x 100 = 75.Let’s go through it in bullets and make sure each case is
clarified.

e When Wonku drives without care he does not incur cost of care, so his initial wealth = $13,000. If
he is involved in an accident, his final wealth (FW) = $13,000 — $10,000 = $3,000, and the utility
=03,000 = 54.77. Otherwise, his final wealth (FW) = $13,000 — $0 = $13,000 and the utility
=1+/13,000 = 114.02. Computing the expected utility the same way as in the paragraph above, we
get E(U) = 0.75 x 54.77 + 0.25 x 114.02 = 69.58.

e InCase I, when Wonku does not carry insurance, he will drive carefully since his expected utility is
higher when he exercises due care. His utility is 75 versus 69.58.

e InCase Il we assume that Wonku decides to carry insurance, and claims to the insurance
company. He is a careful driver. Let us assume that his insurance policy is priced based on this
claim. Assuming the insurance company’s profit and expense loading factor equals 10 percent of
AFP (actuarially fair premium), the premium demanded is $2,750 = $2,500 (1 + 0.10). Wonku needs
to decide whether or not to drive with care.

e We analyze the decision based on E(U) as in Case I. The wealth after purchase of insurance equals
$10,250. The utility in cases of driving with care or without care is shown in Table 3.5 "Utility
Distribution with Insurance" below.

Table 3.5 Utility Distribution with Insurance

Drives with Care | Drives without Care

Probability | U (FW) | Probability | U (FW)

0.25 85.15 0.75 101.24
0.75 85.15 0.25 101.24
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Notice that after purchase of insurance, Wonku has eliminated the uncertainty. So if he has an accident,
the insurance company indemnifies him with $10,000. Thus, when Wonku has insurance, the following
are the possibilities:
e Heisdriving with care
0 And his car gets totaled, his final wealth =
o $10,250 — $3,000 — $10,000 + $10,000 = $7,250, and associated utility = v7250=85.15.

0 And no loss occurs, his final wealth = $10,250 — $3,000 = $7,250.

So the expected utility for Wonku = 85.15 when he drives with care.
e He does not drive with care
0 And his car gets totaled, his final wealth = $10,250 — $10,000 + $10,000 = $10,250, and
associated utility = V10250 = 101.24.

o And no loss occurs, his final wealth = $10,250 and utility = 101.24.

So the expected utility for Wonku = 101.24 when he drives without care after purchasing insurance.

The net result is he switches to driving with no care.

Wonku’s behavior thus changes from driving with care to driving without care after purchasing insurance.
Why do we get this result? In this example, the cost of insurance is cheaper than the cost of care.
Insurance companies can charge a price greater than the cost of care up to a maximum of what Wonku is
willing to pay. However, in the event of asymmetric information, the insurance company will not know the
cost of care. Thus, inexpensive insurance distorts the incentives and individuals switch to riskier behavior

ex post.

In this moral hazard example, the probabilities of having a loss are affected, not the loss amounts. In
practice, both will be affected. At its limit, when moral hazard reaches a point where the intention is to

cheat the insurance company, it manifests itself in fraudulent behavior.
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How can we solve this problem? An ideal solution would be continuous monitoring, which is prohibitively
expensive and may not even be legal for privacy issues. Alternatively, insurance companies try and gather
as much information as possible to arrive at an estimate of the cost of care or lack of it. Also, more
information leads to an estimate of the likelihood that individuals will switch to riskier behavior
afterwards. So questions like marital status/college degree and other personal information might be
asked. Insurance companies will undertake a process called risk classification. We discuss this important

process later in the text.

So far we have learned how individuals’ risk aversion and information asymmetry explain behavior
associated with hedging. But do these reasons also hold when we study why corporations hedge their

risks? We provide the answer to this question next.

KEY TAKEAWAYS

e Students should be able to define information asymmetry problems, in
particular moral hazard and adverse selection.

e They must also be able to discuss in detail the effects these phenomena have
on insurance prices and risk transfer markets in general.

e Students should spend some effort to understand computations, which are so
important if they wish to fully understand the effects that these computations
have on actuarial science. Insurance companies make their decisions primarily

on the basis of such calculations.
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DISCUSSION QUESTIONS

1. What information asymmetry problems arise in economics? Distinguish
between moral hazard and adverse selection. Give an original example of
each.

2. What effects can information asymmetry have in markets?

3. lIsrisk aversion a necessary condition for moral hazard or adverse selection to
exist? Provide reasons.

4. What can be done to mitigate the effect of moral hazard and adverse

selection in markets/insurance markets?

[1] The complete set of principal-agent problems comprises all situations in which the agent
maximizes his own utility at the expense of the principal. Such behavior is contrary to the
principal-agent relationship that assumes that the agent is acting on behalf of the principal (in

principal’s interest).
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3.7 Why Corporations Hedge

LEARNING OBJECTIVE

e Why should corporations hedge? Financial theory tells us that in a perfect world,
corporations are risk neutral. Students can learn in this section the reasons why

large companies hedge risk, and, in particular, why they buy insurance.

Financial theory tells us that corporations are risk neutral. This is because only the systematic risk
matters, while a particular company can diversify the idiosyncratic risk "' away. If we think about a large
company held by a large number of small shareholders like us, then we’d prefer that the company not
hedge its risks. In fact, if we wanted to hedge those risks we can do it ourselves. We hold a particular

company’s shares because we are looking for those particular risks.

Look back at Figure 3.4 "A Utility Function for a Risk-Neutral Individual". Since firms are risk neutral,
their value function is the straight line that appears in the figure. Thus corporations will hedge risk only at
their AFP, otherwise they will not. But we know that insurance companies cannot really sell policies at
AFP, since they also have to cover their costs and profits. Yet we find that corporations still buy these
hedging instruments at greater price than AFP. Therefore, to find a rationale for corporations hedging

behavior, we have to move beyond the individual level utility functions of risk aversion.

The following are several reasons for companies hedging behavior:

1. Managers hedge because they are undiversified: Small shareholders like us can diversify our risks,
but managers cannot. They invest their income from labor as well as their personal assets in the
firm. Therefore, while owners (principals) are diversified, managers (agents) are not. Since
managers are risk averse and they control the company directly, they hedge.

2. Managers want to lower expected bankruptcy costs: If a company goes bankrupt, then bankruptcy
supervisors investigate and retain a part of the company’s assets. The wealth gets transferred to
third parties and constitutes a loss of assets to the rightful owners. Imagine a fire that destroys the

plant. If the company wants to avoid bankruptcy, it might want to rebuild it. If rebuilding is
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financed through debt financing, the cost of debt is going to be very high because the company
may not have any collateral to offer. In this case, having fire insurance can serve as collateral as
well as compensate the firm when it suffers a loss due to fire.

3. Risk bearers may be in a better position to bear the risk: Companies may not be diversified, in
terms of either product or geography. They may not have access to broader capital markets
because of small size. Companies may transfer risk to better risk bearers that are diversified and
have better and broader access to capital markets.

4. Hedging can increase debt capacity: Financial theory tells us about
an optimal capital structure for every company. This means that each company has an
optimal mix of debt and equity financing. The amount of debt determines the financial risk to a
company. With hedging, the firm can transfer the risk outside the firm. With lower risk, the firm
can undertake a greater amount of debt, thus changing the optimal capital structure.

5. Lowering of tax liability: Since insurance premiums are tax deductible for some corporate
insurance policies, companies can lower the expected taxes by purchasing insurance.

6. Other reasons: We can cite some other reasons why corporations hedge. Regulated companies are
found to hedge more than unregulated ones, probably because law limits the level of risk taking.
Laws might require companies to purchase some insurance mandatorily. For example, firms
might need aircraft liability insurance, third-party coverage for autos, and workers compensation.
Firms may also purchase insurance to signal credit worthiness (e.g., construction coverage for
commercial builders). Thus, the decision to hedge can reduce certain kinds of information

asymmetry problems as well.

We know that corporations hedge their risks, either through insurance or through other financial
contracts. Firms can use forwards and futures, other derivatives, and option contracts to hedge their risk.
The latter are not pure hedges and firms can use them to take on more risks instead of transferring them
outside the firm. Forwards and futures, derivatives, and option contracts present the firm with double-
edged swords. Still, because of their complex nature, corporations are in a better position to use it than

the individuals who mostly use insurance contracts to transfer their risk.
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KEY TAKEAWAYS

e The student should be able to able to distinguish between individual demand and
corporate demand for risk hedging.
e The student should be able to understand and express reasons for corporate

hedging.

DISCUSSION QUESTIONS

1. Which risks matter for corporations: systematic or idiosyncratic? Why?

2. Why can’t the rationale of hedging used to explain risk transfer at individual level be
applied to companies?

3. Describe the reasons why companies hedge their risks. Provide examples.

4. What is an optimal capital structure?

[1] Systematic risk is the risk that everyone has to share, each according to his/her capacity.
Idiosyncratic risk, on the other hand, falls only on a small section of the population. While
systematic risk cannot be transferred to anyone outside since it encompasses all agents,
idiosyncratic risk can be transferred for a price. That is why idiosyncratic risk is called
diversifiable, and systematic is not. The economy-wide recession that unfolded in 2008 is a

systematic risk in which everyone is affected.
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3.8 Review and Practice

1. What is risk? How is it philosophically different from uncertainty?

2. What is asymmetric information? Explain how it leads to market failures in an otherwise perfectly
competitive market.

3. Explain the difference between moral hazard and adverse selection. Can one exist without the other?

4. What externalities are caused in the insurance market by moral hazard and adverse selection? How
are they overcome in practice?

5. Do risk-averse individuals outnumber risk-seeking ones? Give an intuitive explanation.

6. Provide examples that appear to violate expected utility theory and risk aversion.

7. Give two examples that tell how the framing of alternatives affects peoples’ choices under uncertainty.

8. Suppose you are a personal financial planner managing the portfolio of your mother. In a recession
like the one in 2008, there are enormous losses and very few gains to the assets in the portfolio you
suggested to your mother. Given the material covered in this chapter, suggest a few marketing
strategies to minimize the pain of bad news to your mother.

9. Distinguish, through examples, between sunk cost, availability bias, and anchoring effect as reasons
for departure from the expected utility paradigm.

10. Suppose Yuan Yuan wants to purchase a house for investment purposes. She will rent it out after
buying it. She has two choices. Either buy it in an average location where the lifetime rent from the
property will be $700,000 with certainty or buy it in an upscale location. However, in the upscale
neighborhood there is a 60 percent chance that the lifetime income will equal $1 million and 40
percent chance it will equal only $250,000. If she has a utility function that equals U(W)=W— ,
Where would she prefer to buy the house?

11. What is the expected value when a six-sided fair die is tossed?

12. Suppose Yijia's utility function is given by LN(W) and her initial wealth is $500,000. If there is a 0.01
percent chance that a liability lawsuit will reduce her wealth to $50,000, how much premium will she
be willing to pay to get rid of the risk?

13. Your professor of economics tells you, “The additional benefit that a person derives from a given
increase of his stock of a thing decreases with every increase in the stock he already has.” What type of
risk attitude does such a person have?
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14. Ms. Frangipani prefers Pepsi to Coke on a rainy day; Coke to Pepsi on a sunny one. On one sunny day
at the CNN center in Atlanta, when faced with a choice between Pepsi, Coke, and Lipton iced tea, she
decides to have a Pepsi. Should the presence of iced teas in the basket of choices affect her decision?
Does she violate principles of utility maximization? If yes, which assumptions does she violate? If not,
then argue how her choices are consistent with the utility theory.

15. Explain why a risk-averse person will purchase insurance for the following scenario: Lose $20,000
with 5 percent chance or lose $0 with 95 percent probability. The premium for the policy is $1,000.

16. Imagine that you face the following pair of concurrent decisions. First examine both decisions, then

indicate the options you prefer:

Decision (i) Choose between
a. asure gain of $240,

b. 25 percent chance to gain $1,000, and 75 percent chance to gain nothing.
Decision (ii) Choose between:
a. asure loss of $750,
b. 75 percent chance to lose $1,000 and 25 percent chance to lose nothing.
Indicate which option you would choose in each of the decisions and why. ™
Consider the following two lotteries:
a. Gain of $100 with probability 0.75; no gain ($0 gain) with probability 0.25

b. Gain of $1,000 with probability 0.05; no gain ($0 gain) with probability 0.95

Which of these lotteries will you prefer to play?
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Now, assume somebody promises you sure sums of money so as to induce you to not play the lotteries.
What is the sure sum of money you will be willing to accept in case of each lottery: a or b? Is your decision

“rational”?

Partial insurance: ” This problem is designed to illustrate why partial insurance (i.e., a policy that

includes deductibles and coinsurance) may be optimal for a risk-averse individual.

Suppose Marco has an initial wealth of $1,000 and a utility function given by U(W) = VW . He faces the

following loss distribution:

Prob | Loss
0.9 0
0.1 500

a. Ifthe price per unit of insurance is $0.10 per dollar of loss, show that Marco will purchase
full insurance (i.e., quantity for which insurance is purchased = $500).

b. If the price per unit of insurance is $0.11 per dollar of loss, show that Marco will purchase
less than full insurance (i.e., quantity for which insurance is purchased is less than $500).
Hint: Compute E(U) for full $500 loss and also for an amount less than $500. See that
when he insures strictly less than $500, the EU is higher.

Otgo has a current wealth of $500 and a lottery ticket that pays $50 with probability 0.25;
otherwise, it pays nothing. If her utility function is given by U(W)=W2 , what is the minimum amount

she is willing to sell the ticket for?

Suppose a coin is tossed twice in a row. The payoffs associated with the outcomes are

Outcome | Win (+) or loss (—)
H-H +15
H-T +9
T-H -6
T-T -12

If the coin is unbiased, what is the fair value of the gamble?
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If you apply the principle of framing to put a favorable spin to events in your life, how would you

value the following gains or losses?

a.

b.

A win of $100 followed by a loss of $20
A win of $20 followed by a loss of $100
A win of $50 followed by a win of $60

A loss of $50 followed by a win of $60

Explain in detail what happens to an insurer that charges the same premium to teenage drivers as

it does to the rest of its customers.

Corporations are risk neutral, yet they hedge. Why?

[1] This problem has been adopted from D. Kahneman and D. Lovallo, “Timid Choices and Bold

Forecasts: A Cognitive Perspective on Risk Taking,” Management Science 39, no. 1 (1993): 17—

31.

[2] Challenging problem.
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Chapter 4
Evolving Risk Management: Fundamental Tools

In the prior chapters, we discussed risks from many aspects. With this chapter we begin the discussion of
risk management and its methods that are so vital to businesses and to individuals. Today’s
unprecedented global financial crisis following the man-made and natural megacatastrophes underscore
the urgency for studying risk management and its tools. Information technology, globalization, and
innovation in financial technologies have all led to a term called “enterprise risk management” (ERM). As
you learned from the definition of risk in Chapter 1 "The Nature of Risk: Losses and

Opportunities” (see Figure 1.2 "Uncertainty as a Precondition to Risk"), ERM includes managing pure
opportunity and speculative risks. In this chapter, we discuss how firms use ERM to further their goals.
This chapter and Chapter 5 "The Evolution of Risk Management: Enterprise Risk Management" that
follows evolve into a more thorough discussion of ERM. While employing new innovations, we should
emphasize that the first step to understanding risk management is to learn the basics of the fundamental
risk management processes. In a broad sense, they include the processes of identifying, assessing,

measuring, and evaluating alternative ways to mitigate risks.

The steps that we follow to identify all of the entity’s risks involve measuring the frequency and severity of
losses, as we discussed inChapter 1 "The Nature of Risk: Losses and Opportunities” and computed

in Chapter 2 "Risk Measurement and Metrics". The measurements are essential to create the risk map
that profile all the risks identified as important to a business. The risk map is a visual tool used to consider
alternatives of the risk management tool set. A risk map forms a grid of frequency and severity
intersection points of each identified and measured risk. In this and the next chapter we undertake the
task of finding risk management solutions to the risks identified in the risk map. Following is the anthrax
story, which occurred right after September 11. It was an unusual risk of high severity and low frequency.
The alternative tools for financial solutions to each particular risk are shown in the risk management
matrix, which provides fundamental possible solutions to risks with high and low severity and frequency.

These possible solutions relate to external and internal conditions and are not absolutes. In times of low
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insurance prices, the likelihood of using risk transfer is greater than in times of high rates. The risk

management process also includes cost-benefit analysis.

The anthrax story was an unusual risk of high severity and low frequency. It illustrates a case of risk

management of a scary risk and the dilemma of how best to counteract the risks.

How to Handle the Risk Management of a Low-Frequency but
Scary Risk Exposure: The Anthrax Scare

The date staring up from the desk calendar reads June 1, 2002, so why is the Capitol Hill office executive
assistant opening Christmas cards? The anthrax scare after September 11, 2001, required these late
actions. For six weeks after an anthrax-contaminated letter was received in Senate Majority Leader Tom
Daschle’s office, all Capitol Hill mail delivery was stopped. As startling as that sounds, mail delivery is of
small concern to the many public and private entities that suffered loss due to the terrorism-related issues
of anthrax. The biological agent scare, both real and imagined, created unique issues for businesses and

insurers alike since it is the type of poison that Kills very easily.

Who is responsible for the clean-up costs related to bioterrorism? Who is liable for the exposure to
humans within the contaminated facility? Who covers the cost of a shutdown of a business for

decontamination? What is a risk manager to do?

Senator Charles Grassley (R-lowa), member of the Senate Finance Committee at the time, estimated that
the clean-up project cost for the Hart Senate Office Building would exceed $23 million. Manhattan Eye,
Ear, and Throat Hospital closed its doors in late October 2001 after a supply-room worker contracted and
later died from pulmonary anthrax. The hospital—a small, thirty-bed facility—reopened November 6,

2001, announcing that the anthrax scare closure had cost the facility an estimated $700,000 in revenue.

These examples illustrate the necessity of holistic risk management and the effective use of risk mapping
to identify any possible risk, even those that may remotely affect the firm. Even if their companies aren’t

being directly targeted, risk managers must incorporate disaster management plans to deal with indirect
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atrocities that slow or abort the firms’ operations. For example, an import/export business must protect
against extended halts in overseas commercial air traffic. A mail-order-catalog retailer must protect
against long-term mail delays. Evacuation of a workplace for employees due to mold infestation or
biochemical exposure must now be added to disaster recovery plans that are part of loss-control

programs. Risk managers take responsibility for such programs.

After a temporary closure, reopened facilities still give cause for concern. Staffers at the Hart Senate Office
Building got the green light to return to work on January 22, 2002, after the anthrax remediation process
was completed. Immediately, staffers began reporting illnesses. By March, 255 of the building’s employees
had complained of symptoms that included headaches, rashes, and eye or throat irritation, possibly from

the chemicals used to kill the anthrax. Was the decision to reopen the facility too hasty?

Sources: “U.S. Lawmakers Complain About Old Mail After Anthrax Scare.” Dow Jones Newswires, 8 May
2002; David Pilla, “Anthrax Scare Raises New Liability Issues for Insurers,” A.M. Best Newswire, October
16, 2001; Sheila R. Cherry, “Health Questions Linger at Hart,” Insight on the News, April 15, 2002, p.16;
Cinda Becker, “N.Y. Hospital Reopens; Anthrax Scare Costs Facility $700,000,” Modern Healthcare, 12
November 2001, p. 8; Sheila R. Cherry, “Health Questions Linger at Hart,” Insight on the News, April 15,
2002, p. 16(2).

Today’s risk managers explore all risks together and consider correlations between risks and their
management. Some risks interact positively with other risks, and the occurrence of one can trigger the
other—flood can cause fires or an earthquake that destroys a supplier can interrupt business in another
side of the country. As we discussed in Chapter 1 "The Nature of Risk: Losses and Opportunities™,
economic systemic risks can impact many facets of the corporations, as is the current state of the world

during the financial crisis of 2008.

In our technological and information age, every person involved in finding solutions to lower the adverse

impact of risks uses risk management information systems (RMIS), which are data bases that provide
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information with which to compute the frequency and severity, explore difficult-to-identify risks, and

provide forecasts and cost-benefits analyses.

This chapter therefore includes the following:
1. Links
2. The risk management function
3. Projected frequency and severity, cost-benefit analysis, and capital budgeting
4. Risk management alternatives: the risk management matrix

5. Comparing to current risk-handling methods

Links

Now that we understand the notion and measurement of risks fromChapter 1 "The Nature of Risk: Losses
and Opportunities” and Chapter 2 "Risk Measurement and Metrics", and the attitudes toward risk
inChapter 3 "Risk Attitudes: Expected Utility Theory and Demand for Hedging", we are ready to begin
learning about the actual process of risk management. Within the goals of the firm discussed in Chapter 1
"The Nature of Risk: Losses and Opportunities”, we now delve into how risk managers conduct their jobs
and what they need to know about the marketplace to succeed in reducing and eliminating risks. Holistic
risk management is connected to our complete package of risks shown in Figure 4.1 "Links between the

Holistic Risk Picture and the Risk Management Alternative Solutions". To complete the puzzle, we have to

1. identify all the risks,
2. assess the risks,
3. find risk management solutions to each risk, and

4. evaluate the results.

Risk management decisions depend on the nature of the identified risks, the forecasted frequency and

severity of losses, cost-benefit analysis, and using the risk management matrix in context of external
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market conditions. As you will see later in this chapter, risk managers may decide to transfer the risk to
insurance companies. In such cases, final decisions can’t be separated from the market conditions at the
time of purchase. Therefore, we must understand the nature of underwriting cycles, which are the
business cycles of the insurance industry when insurance processes increase and fall (explained inChapter
6 "The Insurance Solution and Institutions™). When insurance prices are high, risk management decisions
differ from those made during times of low insurance prices. Since insurance prices are cyclical, different

decisions are called for at different times for the same assessed risks.

Risk managers also need to understand the nature of insurance well enough to be aware of which risks are
uninsurable. Overall, in this Links section, shown in Figure 4.1 "Links between the Holistic Risk Picture
and the Risk Management Alternative Solutions", we can complete our puzzle only when we have
mitigated all risks in a smart risk management process.

Figure 4.1 Links between the Holistic Risk Picture and the Risk Management

Alternative Solutions
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4.1 The Risk Management Function

LEARNING OBJECTIVE

o In this section you will learn about the big picture of all risk management steps.

Traditionally, a firm’s risk management function ensured that the pure risks of losses were managed
appropriately. The risk manager was charged with the responsibility for specific risks only. Most activities
involved providing adequate insurance and implementing loss-control techniques so that the firm’s
employees and property remained safe. Thus, risk managers sought to reduce the firm’s costs of pure risks

and to initiate safety and disaster management.

Typically, the traditional risk management position has reported to the corporate treasurer. Handling
risks by self-insuring (retaining risks within the firm) and paying claims in-house requires additional
personnel within the risk management function. In a small company or sole proprietorship, the owner
usually performs the risk management function, establishing policy and making decisions. In fact, each of
us manage our own risks, whether we have studied risk management or not. Every time we lock our house
or car, check the wiring system for problems, or pay an insurance premium, we are performing the same
functions as a risk manager. Risk managers use agents or brokers to make smart insurance and risk

management decisions (agents and brokers are discussed in Chapter 7 "Insurance Operations").

The traditional risk manager’s role has evolved, and corporations have begun to embrace enterprise risk
management in which all risks are part of the process: pure, opportunity, and speculative risks. With this
evolution, firms created the new post of chief risk officer (CRO). The role of CROs expanded the
traditional role by integrating the firm’s silos, or separate risks, into a holistic framework. Risks cannot be

segregated—they interact and affect one another.
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In addition to insurance and loss control, risk managers or CROs use specialized tools to keep cash flow
in-house, which we will discuss inChapter 6 "The Insurance Solution and Institutions” and Chapter 7
"Insurance Operations". Captives are separate insurance entities under the corporate structure—mostly
for the exclusive use of the firm itself. CROs oversee the increasing reliance on capital market instruments
to hedge risk. They also address the entire risk map—a visual tool used to consider alternatives of the
risk management tool set—in the realm of nonpure risks. For example, a cereal manufacturer, dependent
upon a steady supply of grain used in production, may decide to enter into fixed-price long-term
contractual arrangements with its suppliers to avoid the risk of price fluctuations. The CRO or the
financial risk managers take responsibility for these trades. They also create the risk management

guideline for the firm that usually includes the following:

Writing a mission statement for risk management in the organization

e Communicating with every section of the business to promote safe behavior

e Identifying risk management policy and processes

e Pinpointing all risk exposures (what “keeps employees awake at night”)

e Assessing risk management and financing alternatives as well as external conditions in the
insurance markets

e Allocating costs

e Negotiating insurance terms

e Adjusting claims adjustment in self-insuring firms

e Keeping accurate records

Writing risk management manuals set up the process of identification, monitoring, assessment,

evaluation, and adjustments.

In larger organizations, the risk manager or CRO has differing authority depending upon the policy that
top management has adopted. Policy statements generally outline the dimensions of such authority. Risk
managers may be authorized to make decisions in routine matters but restricted to making only

recommendations in others. For example, the risk manager may recommend that the costs of employee
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injuries be retained rather than insured, but a final decision of such magnitude would be made by top

management.

The Risk Management Process

A typical risk management function includes the steps listed above: identifying risks, assessing them,

forecasting future frequency and severity of losses, mitigating risks, finding risk mitigation solutions,

creating plans, conducting cost-benefits analyses, and implementing programs for loss control and

insurance. For each property risk exposure, for example, the risk manager would adopt the following or

similar processes:

Finding all properties that are exposed to losses (such as real property like land, buildings, and
other structures; tangible property like furniture and computers; and intangible personal
property like trademarks)

Evaluating the potential causes of loss that can affect the firms’ property, including natural
disasters (such as windstorms, floods, and earthquakes); accidental causes (such as fires,
explosions, and the collapse of roofs under snow); and many other causes noted inChapter 1 "The
Nature of Risk: Losses and Opportunities™;

Evaluating property value by different methods, such as book value, market value, reproduction
cost, and replacement cost

Evaluating the firm’s legal interest in each of the properties—whether each property is owned or
leased

Identifying the actual loss exposure in each property using loss histories (frequency and severity),
accounting records, personal inspections, flow charts, and questionnaires

Computing the frequency and severity of losses for each of the property risk exposures based on
loss data

Forecasting future losses for each property risk exposure

Creating a specific risk map for all property risk exposures based on forecasted frequency and

severity
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e Developing risk management alternative tools (such as loss-control techniques) based upon cost-
benefit analysis or insurance

e Comparing the existing solutions to potential solutions (traditional and nontraditional)—uses of
risk maps

e Communicating the solutions with the whole organization by creating reporting techniques,
feedback, and a path for ongoing execution of the whole process

e The process is very similar to any other business process.

KEY TAKEAWAYS

e The modern firm ensures that the risk management function is embedded
throughout the whole organization.

e The risk management process follows logical sequence just as any business process
will.

¢ The main steps in the risk management process are identifying risks, measuring
risks, creating a map, finding alternative solutions to managing the risk, and

evaluating programs once they are put into place.

DISCUSSION QUESTIONS

1. What are the steps in the pure risk management process?

2. Imagine that the step of evaluation of the risks did not account for related risks.
What would be the result for the risk manager?

3. In the allocation of costs, does the CRO need to understand the holistic risk map of

the whole company? Explain your answer with an example.
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4.2 Beginning Steps: Communication and Identification

LEARNING OBJECTIVE

e |n this section you will learn how to identify risks and create a risk map to

communicate the importance of each risk on a severity and frequency grid.

Risk management policy statements are the primary tools to communicate risk management
objectives. Forward-thinking firms have made a place for risk management policy statements for many
years as leaders discuss the risk management process. Other tools used to relay objectives may include
company mission statements, risk management manuals (which provide specific guidelines for detailed
risk management problems, such as how to deal with the death or disability of a key executive), and even
describe the risk manager’s job description. Effective risk management objectives coincide with those of
the organization generally, and both must be communicated consistently. Advertisements, employee
training programs, and other public activities also can communicate an organization’s philosophies and

objectives.

Identifying Risks

The process of identifying all of a firm’s risks and their values is a very detailed process. It is of extreme
importance to ensure that the business is not ignoring anything that can destroy it. To illustrate how the
process takes shape, imagine a business such as Thompson’s department store that has a fleet of delivery
trucks, a restaurant, a coffee shop, a restaurant, and a babysitting service for parents who are shopping.
The risk manager who talks to each employee in the store usually would ask for a list of all the perils and
hazards (discussed inChapter 1 "The Nature of Risk: Losses and Opportunities") that can expose the

operation to losses.

A simple analysis of this department store risk exposure nicely illustrates risk identification, which is a
critical element of risk management. For the coffee shop and restaurant, the risks include food poisoning,

kitchen fire, and injuries to customers who slip. Spilled coffee can damage store merchandise. For the
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babysitting service, the store may be liable for any injury to infants as they are fed or play or possibly
suffer injuries from other kids. In addition to worry about employees’ possible injuries while at work or
damage to merchandise from mistreatment, the store risk manager would usually worry about the
condition of the floors as a potential hazard, especially when wet. Most risk managers work with the
architectural schematics of the building and learn about evacuation routes in case of fires. The location of
the building is also critical to identification of risks. If the department store is in a flood-prone area, the
risks are different than if the store were located in the mountains. The process involves every company
stakeholder. Understanding the supply chain of movement of merchandise is part of the plan as well. If
suppliers have losses, risk managers need to know about the risk associated with such delays. This

example is a short illustration of the enormous task of risk identification.

Today’s CRO also reviews the financial statement of the firm to ensure the financial viability within the
financial risks, the asset risks and product risks the firm undertakes. We elaborate more on this aspect

with examples in Chapter 5 "The Evolution of Risk Management: Enterprise Risk Management".

Risk Profiling

Discovering all risks, their assessments and their relationships to one another becomes critical to learning
and understanding an organization’s tolerance for risk. This step comes after a separate and thorough
review of each risk. Holistic risk mapping is the outcome of risk profiling, a process that evaluates all
the risks of the organizations and measures the frequency and severity of each risk. Different kinds of
organizations pose very different types of risk exposures, and risk evaluations can differ vastly among
industries. Boeing, for example, has a tremendous wrongful death exposure resulting from plane crashes.
Intellectual property piracy and property rights issues could have a big impact upon the operations of an

organization like Microsoft.

Risk Mapping: Creating the Model
The results of risk profiling can be graphically displayed and developed into a model. One such model
is risk mapping. "' Risk mapping involves charting entire spectrums of risk, not individual risk “silos”

from each separate business unit. Risk mapping becomes useful both in identifying risks and in choosing
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approaches to mitigate them. Such a map presents a cumulative picture of all the risks in one risk

management solution chart. Different facets of risk could include

e workers’ compensation claims,

e earthquake or tornado exposure,
e creditrisk,

e mold,

e terrorism,

e theft,

e environmental effects,

e intellectual property piracy, and

e ahost of other concerns.

A risk map puts the risks a company faces into a visual medium to see how risks are clustered and to
understand the relationships among risks. The risks are displayed on a severity and frequency grid after
each risk is assessed. Risk maps can be useful tools for explaining and communicating various risks to
management and employees. One map might be created to chart what risks are most significant to a
particular company. This chart would be used to prioritize risk across the enterprise. Another map might

show the risk reduction after risk management action is adopted, as we will show later in this chapter. *

Figure 4.2 "Notable Notions Risk Map" presents an example of a holistic risk map for an organization
examining the dynamics of frequency and severity as they relate to each risk. By assigning the probability
of occurrence against the estimate of future magnitude of possible loss, risk managers can form
foundations upon which a corporation can focus on risk areas in need of actions. The possible actions—
including risk avoidance, loss control, and insurance (loss transfer)—provide alternative solutions during

the discussion of the risk management matrix in this chapter.
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Note that risk maps include plotting intersection points between measures of frequency (on an x-axis) and
severity (on a y-axis) and visually plotting intersection points. Each point represents the relationship

between the frequency of the exposure and the severity of the exposure for each risk measured.

Risk Identification and Estimates of Frequency and Severity

Strategies for risk mapping will vary from organization to organization. Company objectives arise out of
the firm’s risk appetite and culture. These objectives help determine the organization’s risk tolerance level
(see Chapter 3 "Risk Attitudes: Expected Utility Theory and Demand for Hedging"). As in the separate
risk management process for each risk exposure, the first step in mapping risk is to identify the firm’s loss
exposures and estimate and forecast the frequency and severity of each potential risk. Figure 4.2 "Notable
Notions Risk Map" displays (for illustration purposes only) quantified trended estimates of loss frequency
and severity that risk managers use as inputs into the risk map for a hypothetical small import/export
business, Notable Notions. The risk map graph is divided into the four quadrants of the classical risk
management matrix (which we discuss in detail later in this chapter). As we will see, such matrices

provide a critical part of the way to provide risk management solutions to each risk.

Figure 4.2 Notable Notions Risk Map
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Plotting the Risk Map
Several sample risks are plotted in Notable Notions’ holistic risk map.” This model can be used to help
establish a risk-tolerance boundary and determine priority for risks facing the organization. Graphically,

risk across the enterprise comes from four basic risk categories:

1. natural and man-made risks (grouped together under the hazard risks),
2. financial risks,
3. business risks, and

4. operational risks.

Natural and man-made risks include unforeseen events that arise outside of the normal operating
environment. The risk map denotes that the probability of a natural and man-made frequency is very low,
but the potential severity is very high—for example, a tornado, valued at approximately $160 million. This
risk is similar to earthquake, mold exposure, and even terrorism, all of which also fall into the low-
frequency/high-severity quadrant. For example, in the aftermath of Hurricane Katrina, the New Orleans
floods, and September 11, 2001, most corporations have reprioritized possible losses related to huge man-
made and natural catastrophes. For example, more than 1,200 World Bank employees were sent home
and barred from corporate headquarters for several days following an anthrax scare in the

mailroom. “ This possibility exposes firms to large potential losses associated with an unexpected
interruption to normal business operations. See the box in the introduction to this chapter Note 4.1 "How

to Handle the Risk Management of a Low-Frequency but Scary Risk Exposure: The Anthrax Scare”.

Financial risks arise from changing market conditions involving

e prices,
e volatility,
e liquidity,

o creditrisk,
e foreign exchange risk, and

e general market recession (as in the third and fourth quarter of 2008).
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The credit crisis that arose in the third and fourth quarters of 2008 affected most businesses as economies
around the world slowed down and consumers retrench and lower their spending. Thus, risk factors that
may provide opportunities as well as potential loss as interest rates, foreign exchange rates are embedded
in the risk map. We can display the opportunities—along with possible losses (as we show inChapter 5
"The Evolution of Risk Management: Enterprise Risk Management" in Figure 5.1 "The Links to ERM with

Opportunities and Risks").

In our example, we can say that because of its global customer base, Notable Notions has a tremendous
amount of exposure to exchange rate risk, which may provide opportunities as well as risks. In such cases,
there is no frequency of loss and the opportunity risk is not part of the risk map shown in Figure 4.2
"Notable Notions Risk Map". If Notable Notions was a highly leveraged company (meaning that the firm
has taken many loans to finance its operations), the company would be at risk of inability to operate and
pay salaries if credit lines dried out. However, if it is a conservative company with cash reserves for its
operations, Notable Notions’ risk map denotes the high number (frequency) of transactions in addition to
the high dollar exposure (severity) associated with adverse foreign exchange rate movement. The credit
risk for loans did not even make the map, since there is no frequency of loss in the data base for the
company. Methods used to control the risks and lower the frequency and severity of financial risks are

discussed in Chapter 5 "The Evolution of Risk Management: Enterprise Risk Management".

One example of business risks is reputation risk, which is plotted in the high-frequency/high-severity
guadrant. Only recently have we identified reputation risk in map models. Not only do manufacturers
such as Coca-Cola rely on their high brand-name identification, so do smaller companies (like Notable
Notions) whose customers rely on stellar business practices. One hiccup in the distribution chain causing
nondelivery or inconsistent quality in an order can damage a company’s reputation and lead to canceled
contracts. The downside of reputation damage is potentially significant and has a long recovery period.
Companies and their risk managers currently rate loss of good reputation as one of the greatest corporate
threats to the success or failure of their organization. ' A case in point is the impact on Martha Stewart’s

reputation after she was linked to an insider trading scandal involving the biotech firm ImClone. ' The
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day after the story was reported in the Wall Street Journal, the stock price of Martha Stewart Living

Omnimedia declined almost 20 percent, costing Stewart herself nearly $200 million.

Operational risks are those that relate to the ongoing day-to-day business activities of the organization.
Here we reflect IT system failure exposure (which we will discuss in detail later in this chapter). On the
figure above, this risk appears in the lower-left quadrant, low severity/low frequency. Hard data shows
low down time related to IT system failure. (It is likely that this risk was originally more severe and has
been reduced by backup systems and disaster recovery plans.) In the case of a nontechnology firm such as
Notable Notions, electronic risk exposure and intellectual property risk are also plotted in the low-

frequency/low-severity quadrant.

A pure risk (like workers’ compensation) falls in the lower-right quadrant for Notable Notions. The
organization experiences a high-frequency but low-severity outcome for workers’ compensation claims.
Good internal record-keeping helps to track the experience data for Notable Notions and allows for an

appropriate mitigation strategy.

The location of each of the remaining data points on Figure 4.2 "Notable Notions Risk Map" reflects an

additional risk exposure for Notable Notions.

Once a company or CRO has reviewed all these risks together, Notable Notions can create a cohesive and
consistent holistic risk management strategy. Risk managers can also review a variety of effects that may
not be apparent when exposures are isolated. Small problems in one department may cause big ones in
another, and small risks that have high frequency in each department can become exponentially more
severe in the aggregate. We will explore property and liability risks more in Chapter 9 "Fundamental

Doctrines Affecting Insurance Contracts" and Chapter 10 "Structure and Analysis of Insurance Contracts".
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KEY TAKEAWAYS

e Communication is key in the risk management processes and there are various
mediums in use such as policy statement and manuals.

e The identification process includes profiling and risk mapping.

DISCUSSION QUESTIONS

1. Design a brief risk management policy statement for a small child-care company.
Remember to include the most important objectives.

2. For the same child-care company, create a risk identification list and plot the risks on
a risk map.

3. Identify the nature of each risk on the risk map in terms of hazard risk, financial risk,
business risk, and operational risks.

4. For the child-care company, do you see any speculative or opportunity risks?

Explain.

[1] Etti G. Baranoff, “Mapping the Evolution of Risk Management,” Contingencies (July/August
2004): 22-27.

[2] Lee Ann Gjertsen, “‘Risk Mapping’ Helps RM’s Chart Solutions,” National Underwriter,

Property & Casualty/Risk & Benefits Management Edition, June 7, 1999.

[3] The exercise is abridged for demonstrative purposes. An actual holistic risk mapping model
would include many more risk intersection points plotted along the frequency/severity X and Y
axes.

[4] Associated Press Newswire, May 22, 2002.

[5] “Risk Whistle: Reputation Risk,” Swiss Re publication,http://www.swissre.com.

Saylor URL: http://www.saylor.org/books Saylor.org
158



http://creativecommons.org/licenses/by-nc-sa/3.0/
http://www.saylor.org/books
http://www.swissre.com/

[6] Geeta Anand, Jerry Arkon, and Chris Adams, “ImClone’s Ex-CEO Arrested, Charged with
Insider Trading,” Wall Street Journal, June 13, 2002, 1.
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4.3 Projected Frequency and Severity and Cost-Benefit
Analysis—Capital Budgeting

LEARNING OBJECTIVES

e In this section we focus on an example of how to compute the frequency and
severity of losses (learned in Chapter 2 "Risk Measurement and Metrics").

e We also forecast these measures and conduct a cost-benefit analysis for loss control.

Dana, the risk manager at Energy Fitness Centers, identified the risks of workers’ injury on the job and
collected the statistics of claims and losses since 2003. Dana computed the frequency and severity using
her own data in order to use the data in her risk map for one risk only. When we focus on one risk only, we
work with the risk management matrix. This matrix provides alternative financial action to undertake
for each frequency/severity combination (described later in this chapter). Dana’s computations of the
frequency and severity appear in Table 4.1 "Workers’ Compensation Loss History of Energy Fitness
Centers—Frequency and Severity". Forecasting, on the other hand, appears in Table 4.2 "Workers’
Compensation Frequency and Severity of Energy Fitness Centers—Actual and Trended" and Figure 4.3
"Workers’ Compensation Frequency and Severity of Energy Fitness Centers—Actual and Trended".
Forecasting involves projecting the frequency and severity of losses into the future based on current

data and statistical assumptions.
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Table 4.1 Workers’ Compensation Loss History of Energy Fitness Centers—Frequency

and Severity

2003 2,300 $3,124,560 $1,359
2004 1,900 $1,950,000 $1,026
2005 2,100| $2,525,000 $1,202
2006 1,900 | $2,345,623 $1,235
2007 2,200 $2,560,200 $1,164
2008 1,700 $1,907,604 $1,122
Total 12,100 | $14,412,987
Frequency for the whole period Severity for the whole period

Mean 2,017 $2,402,165 $1,191
(See Chapter 2 "Risk Measurement and Metrics' for the computation)

Table 4.2 Workers’ Compensation Frequency and Severity of Energy Fitness Centers—

Actual and Trended

2003 | 2,300 2,181 $1,359 $1,225

2004 | 1,900 2,115 $1,026 $1,226

2005 | 2,100 2,050 $1,202 $1,227

2006 | 1,900 1,984 $1,235 $1,228

2007 | 2,200 1,918 $1,422 $1,229

2008 | 1,700 1,852 $1,122 $1,230

2009 | Estimated 1,786.67 Estimated $1,231.53
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Figure 4.3 Workers’ Compensation Frequency and Severity of Energy Fitness
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Dana installed various loss-control tools during the period under study. The result of the risk reduction
investments appear to be paying off. Her analysis of the results indicated that the annual frequency trend
has decreased (see the negative slope for the frequency in Figure 4.2 "Notable Notions Risk Map"). The
company’s success in decreasing loss severity doesn’t appear in such dramatic terms. Nevertheless, Dana
feels encouraged that her efforts helped level off the severity. The slope of the annual severity (losses per
claim) trend line is 1.09 per year—and hence almost level as shown in the illustration in Figure 4.2
"Notable Notions Risk Map". (See the Section 4.6 "Appendix: Forecasting" to this chapter for explanation

of the computation of the forecasting analysis.)

Capital Budgeting: Cost-Benefit Analysis for Loss-Control Efforts

With the ammunition of reducing the frequency of losses, Dana is planning to continue her loss-control
efforts. Her next step is to convince management to invest in a new innovation in security belts for the
employees. These belts have proven records of reducing the severity of WC claim in other facilities. In this
example, we show her cost-benefit analysis—analysis that examines the cost of the belts and compares the

expense to the expected reduction in losses or savings in premiums for insurance. If the benefit of cost
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reduction exceeds the expense for the belt, Dana will be able to prove her point. In terms of the actual
analysis, she has to bring the future reduction in losses to today’s value of the dollar by looking at the
present value of the reduction in premiumes. If the present value of premium savings is greater than the
cost of the belts, we will have a positive net present value (NPV) and management will have a clear

incentive to approve this loss-control expense.

With the help of her broker, Dana plans to show her managers that, by lowering the frequency and
severity of losses, the workers’ compensation rates for insurance can be lowered by as much as 20—25
percent. This 20—25 percent is actually a true savings or benefit for the cost-benefit analysis. Dana
undertook to conduct cash flow analysis for purchasing the new innovative safety belts project. A cash
flow analysis looks at the amount of cash that will be saved and brings it into today’s present value. Table
4.3 "Net Present Value (NPV) of Workers’ Compensation Premiums Savings for Energy Fitness Centers
When Purchasing Innovative Safety Belts for $50,000" provides the decrease in premium anticipated

when the belts are used as a loss-control technique.

The cash outlay required to purchase the innovative belts is $50,000 today. The savings in premiums for
the next few years are expected to be $20,000 in the first year, $25,000 in the second year, and $30,000
in the third year. Dana would like to show her managers this premium savings over a three-year time
horizon. Table 4.3 "Net Present Value (NPV) of Workers’ Compensation Premiums Savings for Energy
Fitness Centers When Purchasing Innovative Safety Belts for $50,000" shows the cash flow analysis that
Dana used, using a 6 percent rate of return. For 6 percent, the NPV would be ($66,310 —50,000) =
$16,310. You are invited to calculate the NPV at different interest rates. Would the NPV be greater for 10
percent? (The student will find that it is lower, since the future value of a lower amount today grows faster

at 10 percent than at 6 percent.)
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Table 4.3 Net Present Value (NPV) of Workers’ Compensation Premiums Savings for

Energy Fitness Centers When Purchasing Innovative Safety Belts for $50,000

Savings on
Premiums
End of Present Value of $1 (at 6 Present Value of Premium
Year End of Year percent) savings
1 $20,000 0.943 $18,860
2 $25,000 0.890 $22,250
3 $30,000 0.840 $25,200
Total present value of all premium savings $66,310

Net present value = $66,310 — $50,000 = $16,310 > 0

Use a financial calculator

Risk Management Information System

Risk managers rely upon data and analysis techniques to assess and evaluate and thus to make informed
decisions. One of the risk managers’ primary tasks—as you see from the activities of Dana at Energy
Fitness Centers—is to develop the appropriate data systems to allow them to quantify the organization’s

loss history, including

e types of losses,

e amounts,

e circumstances surrounding them,
e dates, and

e other relevant facts.

We call such computerized quantifications a risk management information system, or RMIS. An
RMIS provides risk managers with the ability to slice and dice the data in any way that may help risk
managers assess and evaluate the risks their companies face. The history helps to establish probability
distributions and trends analysis. When risk managers use good data and analysis to make risk reduction
decisions, they must always include consideration of financial concepts (such as the time value of money)

as shown above.
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The key to good decision making lies in the risk managers’ ability to analyze large amounts of data
collected. A firm’s data warehousing (a system of housing large sets of data for strategic analysis and
operations) of risk data allows decision makers to evaluate multiple dimensions of risks as well as overall
risk. Reporting techniques can be virtually unlimited in perspectives. For example, risk managers can sort
data by location, by region, by division, and so forth. Because risk solutions are only as good as their
underlying assumptions, RMIS allows for modeling data to assist in the risk exposure measurement
process. Self-administered retained coverages have experienced explosive growth across all industries.
The boom has meant that systems now include customized Web-based reporting capabilities. The
technological advances that go along with RMIS allows all decision makers to maximize a firm’s

risk/reward tradeoff through data analysis.

KEY TAKEAWAY

e The student learned how to trend the frequency and severity measures for use in the
risk map. When this data is available, the risk manager is able to conduct cost-benefit

analysis comparing the benefit of adopting a loss-control measure.

DISCUSSION QUESTIONS

1. Following is the loss data for slip-and-fall shoppers’ medical claims of the grocery
store chain Derelex for the years 2004-2008.
a. Calculate the severity and frequency of the losses.
b. Forecast the severity and frequency for next year using the appendix to
this chapter.
c. If anew mat can help lower the severity of slips and falls by 50 percent in
the third year from now, what will be the projected severity in 3 years if

the mats are used?
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d. What should be the costs today for this mats to break even? Use

cost-benefit analysis at 6 percent.

2004 1,100 $1,650,000
2005 900 $4,000,000
2006 700 $3,000,000
2007 1,000 $12,300,000
2008 1,400 $10,500,000
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4.4 Risk Management Alternatives: The Risk
Management Matrix

LEARNING OBJECTIVES

e In this section you will learn about the alternatives available for managing risks based
on the frequency and severity of the risks.
e We also address the risk manager’s alternatives—transferring the risk, avoiding it,

and managing it internally with loss controls.

Once they are evaluated and forecasted, loss frequency and loss severity are used as the vertical and horizontal lines
in the risk management matrix for one specific risk exposure. Note that such a matrix differs from the risk map
described below (which includes all important risks a firm is exposed to). The risk management matrix includes on
one axis, categories of relative frequency (high and low) and on the other, categories of relative severity (high and
low). The simplest of these matrices is one with just four cells, as shown in the pure risk solutions in Table 4.4 "The
Traditional Risk Management Matrix (for One Risk)". While this matrix takes into account only two variables, in
reality, other variables—the financial condition of the firm, the size of the firm, and external market conditions, to

name a few—are very important in the decision. "

Table 4.4 The Traditional Risk Management Matrix (for One Risk)

Low Frequency of
Losses High Frequency of Losses

Retention with loss control—risk
Low Severity of Losses | Retention—self-insurance | reduction

High Severity of
Losses Transfer—insurance Avoidance
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The Risk Management Decision—Return to the Example

Dana, the risk manager of Energy Fitness Centers, also uses a risk management matrix to decide whether
or not to recommend any additional loss-control devices. Using the data in Table 4.3 "Net Present Value
(NPV) of Workers’ Compensation Premiums Savings for Energy Fitness Centers When Purchasing
Innovative Safety Belts for $50,000" and Figure 4.3 "Workers’ Compensation Frequency and Severity of
Energy Fitness Centers—Actual and Trended", Dana compared the forecasted frequency and severity of
the worker’s compensation results to the data of her peer group that she obtained from the Risk and
Insurance Management Society (RIMS) and her broker. In comparison, her loss frequency is higher than
the median for similarly sized fitness centers. Yet, to her surprise, EFC’s risk severity is lower than the
median. Based on the risk management matrix she should suggest to management that they retain some
risks and use loss control as she already had been doing. Her cost-benefit analysis from above helps
reinforce her decision. Therefore, with both cost-benefits analysis and the method of managing the risk
suggested by the matrix, she has enough ammunition to convince management to agree to buy the

additional belts as a method to reduce the losses.

To understand the risk management matrix alternatives, we now concentrate on each of the cells in the

matrix.

Risk Transfer—Insurance

The lower-left corner of the risk management matrix represents situations involving low frequency and
high severity. Here we find transfer of risk—that is, displacement of risk to a third, unrelated party—to
an insurance company. We discuss insurance—both its nature and its operations—at length in Chapter 6
"The Insurance Solution and Institutions" and Chapter 7 "Insurance Operations". In essence, risk
transference involves paying someone else to bear some or all of the risk of certain financial losses that
cannot be avoided, assumed, or reduced to acceptable levels. Some risks may be transferred through the
formation of a corporation with limited liability for its stockholders. Others may be transferred by

contractual arrangements, including insurance.
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Corporations—A Firm

The owner or owners of a firm face serious potential losses. They are responsible to pay debts and other
financial obligations when such liabilities exceed the firm’s assets. If the firm is organized as a sole
proprietorship, the proprietor faces this risk. His or her personal assets are not separable from those of
the firm because the firm is not a separate legal entity. The proprietor has unlimited liability for the firm’s
obligations. General partners in a partnership occupy a similar situation, each partner being liable

without limit for the debts of the firm.

Because a corporation is a separate legal entity, investors who wish to limit possible losses connected with
a particular venture may create a corporation and transfer such risks to it. This does not prevent losses
from occurring, but the burden is transferred to the corporation. The owners suffer indirectly, of course,
but their loss is limited to their investment in the corporation. A huge liability claim for damages may take
all the assets of the corporation, but the stockholders’ personal assets beyond their stock in this particular
corporation are not exposed to loss. Such a method of risk transfer sometimes is used to
compartmentalize the risks of a large venture by incorporating separate firms to handle various segments
of the total operation. In this way, a large firm may transfer parts of its risks to separate smaller
subsidiaries, thus placing limits on possible losses to the parent company owners. Courts, however, may
not approve of this method of transferring the liability associated with dangerous business activities. For
example, a large firm may be held legally liable for damages caused by a small subsidiary formed to

manufacture a substance that proves dangerous to employees and/or the environment.

Contractual Arrangements

Some risks are transferred by a guarantee included in the contract of sale. A noteworthy example is the
warranty provided a car buyer. When automobiles were first manufactured, the purchaser bore the
burden of all defects that developed during use. Somewhat later, automobile manufacturers agreed to
replace defective parts at no cost, but the buyer was required to pay for any labor involved. Currently,
manufacturers typically not only replace defective parts but also pay for labor, within certain constraints.

The owner has, in effect, transferred a large part of the risk of purchasing a new automobile back to the
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manufacturer. The buyer, of course, is still subject to the inconvenience of having repairs made, but he or

she does not have to pay for them.

Other types of contractual arrangements that transfer risk include leases and rental agreements, hold-
harmless clauses * and surety bonds. ' Perhaps the most important arrangement for the transfer of risk

important to our study is insurance.

Insurance is a common form of planned risk transfer as a financing technique for individuals and most
organizations. The insurance industry has grown tremendously in industrialized countries, developing
sophisticated products, employing millions of people, and investing billions of dollars. Because of its core

importance in risk management, insurance is the centerpiece in most risk management activities.

Risk Assumption

The upper-left corner of the matrix in Table 4.4 "The Traditional Risk Management Matrix (for One
Risk)", representing both low frequency and low severity, shows retention of risk. When an organization
uses a highly formalized method of retention of a risk, it is said the organization has self-insured the risk.
The company bears the risk and is willing to withstand the financial losses from claims, if any. It is
important to note that the extent to which risk retention is feasible depends upon the accuracy of loss
predictions and the arrangements made for loss payment. Retention is especially attractive to large
organizations. Many large corporations use captives, which are a form of self-insurance. When a business
creates a subsidiary to handle the risk exposures, the business creates a captive. As noted above, broadly
defined, a captive insurance company is one that provides risk management protection to its parent
company and other affiliated organizations. The captive is controlled by its parent company. We will
provide a more detailed explanation of captives in Chapter 6 "The Insurance Solution and Institutions”. If
the parent can use funds more productively (that is, can earn a higher after-tax return on investment), the
formation of a captive may be wise. The risk manager must assess the importance of the insurer’s claims

adjusting and other services (including underwriting) when evaluating whether to create or rent a captive.
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Risk managers of smaller businesses can become part of a risk retention group. '’ A risk retention
group provides risk management and retention to a few players in the same industry who are too small to
act on their own. In this way, risk retention groups are similar to group self-insurance. We discuss them

further in Chapter 6 "The Insurance Solution and Institutions".

Risk Reduction

Moving over to the upper-right corner of the risk management matrix in Table 4.4 "The Traditional Risk
Management Matrix (for One Risk)", the quadrant characterized by high frequency and low severity, we
find retention with loss control. If frequency is significant, risk managers may find efforts to prevent
losses useful. If losses are of low value, they may be easily paid out of the organization’s or individual’s
own funds. Risk retention usually finances highly frequent, predictable losses more cost effectively. An
example might be losses due to wear and tear on equipment. Such losses are predictable and of a

manageable, low-annual value. We described loss control in the case of the fitness center above.

Loss prevention efforts seek to reduce the probability of a loss occurring. Managers

use loss reduction efforts to lessen loss severity. If you want to ski in spite of the hazards involved, you
may take instruction to improve your skills and reduce the likelihood of you falling down a hill or crashing
into a tree. At the same time, you may engage in a physical fitness program to toughen your body to
withstand spills without serious injury. Using both loss prevention and reduction techniques, you attempt

to lower both the probability and severity of loss.

Loss prevention’s goal seeks to reduce losses to the minimum compatible with a reasonable level of
human activity and expense. At any given time, economic constraints place limits on what may be done,
although what is considered too costly at one time may be readily accepted at a later date. Thus, during
one era, little effort may have been made to prevent injury to employees, because employees were
regarded as expendable. The general notion today, however, is that such injuries are prevented because
they have become too expensive. Change was made to adapt to the prevailing ideals concerning the value

of human life and the social responsibility of business.
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Risk Avoidance

In the lower-right corner of the matrix in Table 4.4 "The Traditional Risk Management Matrix (for One
Risk)", at the intersection of high frequency and high severity, we find avoidance. Managers seek to avoid
any situation falling in this category if possible. An example might be a firm that is considering
construction of a building on the east coast of Florida in Key West. Flooding and hurricane risk would be

high, with significant damage possibilities.

Of course, we cannot always avoid risks. When Texas school districts were faced with high severity and
frequency of losses in workers’ compensation, schools could not close their doors to avoid the problem.

Instead, the school districts opted to self-insure, that is, retain the risk up to a certain loss limit. "

Not all avoidance necessarily results in “no loss.” While seeking to avoid one loss potential, many efforts
may create another. Some people choose to travel by car instead of plane because of their fear of flying.
While they have successfully avoided the possibility of being a passenger in an airplane accident, they
have increased their probability of being in an automobile accident. Per mile traveled, automobile deaths
are far more frequent than aircraft fatalities. By choosing cars over planes, these people actually raise

their probability of injury.

KEY TAKEAWAYS

e One of the most important tools in risk management is a road map using projected
frequency and severity of losses of one risk only.
e Within a framework of similar companies, the risk manager can tell when it is most

appropriate to use risk transfer, risk reduction, retain or transfer the risk.

DISCUSSION QUESTIONS

1. Using the basic risk management matrix, explain the following:
a. When would you buy insurance?
b. When would you avoid the risk?

c. When would you retain the risk?
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d. When would you use loss control?

Give examples for the following risk exposures:
a. High-frequency and high-severity loss exposures
b. Low-frequency and high-severity loss exposures
c. Low-frequency and low-severity loss exposures

d. High-frequency and low-severity loss exposure

[1] Etti G. Baranoff, “Determinants in Risk-Financing Choices: The Case of Workers’

Compensation for Public School Districts,” Journal of Risk and Insurance, June 2000.

[2] “A Hold Harmless Agreement is usually used where the Promisor’s actions could lead to a
claim or liability to the Promisee. For example, the buyer of land wants to inspect the property
prior to close of escrow, and needs to conduct tests and studies on the property. In this case,
the buyer would promise to indemnify the current property owner from any claims resulting
from the buyer’s inspection (i.e., injury to a third party because the buyer is drilling a hole; to
pay for a mechanic’s lien because the buyer hired a termite inspector, etc.). Another example is
where a property owner allows a caterer to use its property to cater an event. In this example,
the Catering Company (the “Promisor”) agrees to indemnify the property owner for any claims
arising from the Catering Company’s use of the property.” From Legaldocs, a division of U.S.A.

Law Publications, Inc.,http://www.legaldocs.com/docs/holdha 1.mv.

[3] A surety bond is a three-party instrument between a surety, the contractor, and the project
owner. The agreement binds the contractor to comply with the terms and conditions of a
contract. If the contractor is unable to successfully perform the contract, the surety assumes

the contractor’s responsibilities and ensures that the project is completed.

[4] President Reagan signed into law the Liability Risk Retention Act in October 1986 (an
amendment to the Product Liability Risk Retention Act of 1981). The act permits formation of

retention groups (a special form of captive) with fewer restrictions than existed before. The

Saylor URL: http://www.saylor.org/books Saylor.org
173



http://creativecommons.org/licenses/by-nc-sa/3.0/
http://www.saylor.org/books
http://www.legaldocs.com/docs/holdha_1.mv

retention groups are similar to association captives. The act permits formation of such groups in
the U.S. under more favorable conditions than have existed generally for association captives.
The act may be particularly helpful to small businesses that could not feasibly self-insure on
their own but can do so within a designated group. How extensive will be the use of risk
retention groups is yet to be seen. As of the writing of this text there are efforts to amend the

act.

[5] Etti G. Baranoff, “Determinants in Risk-Financing Choices: The Case of Workers’

Compensation for Public School Districts,” Journal of Risk and Insurance, June 2000.
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4.5 Comparisons to Current Risk-Handling Methods

LEARNING OBJECTIVES

e |n this section we return to the risk map and compare the risk map created for the
identification purpose to that created for the risk management tools already used by
the business.

e |f the solution the firm uses does not fit within the solutions suggested by the risk
management matrix, the business has to reevaluate its methods of managing the

risks.

At this point, the risk manager of Notable Notions can see the potential impact of its risks and its best risk
management strategies. The next step in the risk mapping technique is to create separate graphs that
show how the firm is currently handling each risk. Each of the risks inFigure 4.4 "Notable Notions
Current Risk Handling" is now graphed according to whether the risk is uninsured, retained, partially
insured or hedged (a financial technique to lower the risk by using the financial instrument discussed

in Chapter 6 "The Insurance Solution and Institutions™), or insured. Figure 4.4 "Notable Notions Current
Risk Handling™ is the new risk map reflecting the current risk management handling.

Figure 4.4 Notable Notions Current Risk Handling

@ Property Liability © Credit Risk
@ Tornado
Foreign Exchange
| Theft ©
@ Inventory Thef Risk
@ E-risk
@ Political Risk

@ Interest Rate Risk
@ 1T System Failure

(O Earthquake
@ Reputation Risk

(O Terrorism
@ Intellectual
Property Piracy O Mold
(O Workers' Compensation
@ Uninsured
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Partially Insured
© Avoid/Hedged
@ Insured
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When the two maps, the one in Figure 4.2 "Notable Notions Risk Map"and the one in Figure 4.4 "Notable
Notions Current Risk Handling", are overlaid, it can be clearly seen that some of the risk strategies
suggested in Table 4.4 "The Traditional Risk Management Matrix (for One Risk)" differ from current risk
handling as shown in Figure 4.4 "Notable Notions Current Risk Handling". For example, a broker
convinced the risk manager to purchase an expensive policy for e-risk. The risk map shows that for
Notable Notions, e-risk is low severity and low frequency and thus should remain uninsured. By
overlaying the two risk maps, the risk manager can see where current risk handling may not be

appropriate.

The Effect of Risk Handling Methods

We can create another map to show how a particular risk management strategy of the maximum severity
that will remain after insurance. This occurs when insurance companies give only low limits of coverage.
For example, if the potential severity of Notable Notions’ earthquake risk is $140 million, but coverage is

offered only up to $100 million, the risk falls to a level of $40 million.

Using holistic risk mapping methodology presents a clear, easy-to-read presentation of a firm’s overall
risk spectrum or the level of risks that are still left after all risk mitigation strategies were put in place. It

allows a firm to discern between those exposures that after all mitigation efforts are still

1. unbearable,
2. difficult to bear, and

3. relatively unimportant.
In summary, risk mapping has five main objectives:
1. Toaid in the identification of risks and their interrelations

2. To provide a mechanism to see clearly what risk management strategy would be the best to

undertake
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3. Tocompare and evaluate the firm’s current risk handling and to aid in selecting appropriate
strategies
4. To show the leftover risks after all risk mitigation strategies are put in place

5. To easily communicate risk management strategy to both management and employees

Ongoing Monitoring

The process of risk management is continuous, requiring constant monitoring of the program to be
certain that (1) the decisions implemented were correct and have been implemented appropriately and
that (2) the underlying problems have not changed so much as to require revised plans for managing
them. When either of these conditions exists, the process returns to the step of identifying the risks and
risk management tools and the cycle repeats. In this way, risk management can be considered a systems

process, one in never-ending motion.

KEY TAKEAWAYS

e In this section we return to the risk map and compare the risk map created for the
identification purpose to that created for the risk management tools already used by
the business. This is part of the decision making using the highly regarded risk
management matrix tool.

e |f the projected frequency and severity indicate different risk management solutions,
the overlay of the maps can immediately clarify any discrepancies. Corrective actions

can be taken and the ongoing monitoring continues.

DISCUSSION QUESTIONS

1. Use the designed risk map for the small child-care company you created above.
Create a risk management matrix for the same risks indentified in the risk map of
question 1.

2. Overlay the two risk maps to see if the current risk management tools fit in with
what is required under the risk management matrix.

3. Propose corrective measures, if any.
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4. What would be the suggestions for ongoing risk management for the child-care

company?
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4.6 Appendix: Forecasting

Forecasting of Frequency and Severity

When insurers or risk managers use frequency and severity to project the future, they use trending
techniques that apply to the loss distributions known to them. ' Regressions are the most commonly used
tools to predict future losses and claims based on the past. In this textbook, we introduce linear regression
using the data featured inChapter 2 "Risk Measurement and Metrics". The scientific notations for the

regressions are discussed later in this appendix.

Table 4.5 Linear Regression Trend of Claims and Losses of A

Actual Fire Linear Trend For Actual Fire Linear Trend For
Year Claims Claims Losses Losses
1 11 8.80 $16,500 $10,900.00
2 9 9.50 $40,000 $36,900.00
3 7 10.20 $30,000 $62,900.00
4 10 10.90 $123,000 $88,900.00
5 14 11.60 $105,000 $114,900.00

Figure 4.5 Linear Regression Trend of Claims of A
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Figure 4.6 Linear Regression Trend of Losses of A
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Using Linear Regression

Linear regression attempts to explain the relationship among observed values by applying a straight line

fit to the data. The linear regression model postulates that

Y=b+mX+e

,where the “residual” e is a random variable with mean of zero. The coefficients a and b are determined by
the condition that the sum of the square residuals is as small as possible. For our purposes, we do not
discuss the error term. We use the frequency and severity data of A for 5 years. Here, we provide the
scientific notation that is behind Figure 4.5 "Linear Regression Trend of Claims of A" and Figure 4.6

"Linear Regression Trend of Losses of A".

In order to determine the intercept of the line on the y-axis and the slope, we use m (slope) and b (y-

intercept) in the equation.

Given a set of data with n data points, the slope (m) and the y-intercept (b) are determined using:

m = nX(xy)—2xXy / nX(x2)—(Zx)?

b=Xy-mXx/n
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Most commonly, practitioners use various software applications to obtain the trends. The student is
invited to experiment with Microsoft Excel spreadsheets. Table 4.6 "Method of Calculating the Trend Line
for the Claims" provides the formulas and calculations for the intercept and slope of the claims to

construct the trend line.

Table 4.6 Method of Calculating the Trend Line for the Claims

Year | Claims

X Y XY X2

1 11 11.00 1

2 9 18.00 4

3 7 21.00 9

4 10 40.00 16

n=5 |14 70.00 25
Total 15 51 160 55
M=Slope=0.7 |= m- ((nZ(xy)-2xZy) / (nZ(x*) — (2x)?)) | = (5 x 160) — (15 x 51) / (5 x 55)—(15 x 15)

=51-(0.7x15)/5

b = Intercept =8.1 | b = (Zy—mZx) /n

Future Forecasts using the Slopes and Intercepts for A:

Future claims = Intercept + Slope x (X)

e Inyear 6, the forecast of the number of claims is projected to be: {8.1 + (0.7 x 6)} = 12.3 claims
e Future losses = Intercept + Slope x (X)

e Inyear 6, the forecast of the losses in dollars is projected to be: {-15, 100 + (26,000 x 6)} =

$140,900 in losses

The in-depth statistical explanation of the linear regression model is beyond the scope of this course.
Interested students are invited to explore statistical models in elementary statistics textbooks. This first
exposure to the world of forecasting, however, is critical to a student seeking further study in the fields of

insurance and risk management.
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[1] Forecasting is part of the Associate Risk Manager designation under the Risk Assessment course
using the book: Baranoff Etti, Scott Harrington, and Greg Niehaus, Risk Assessment (Malvern, PA:
American Institute for Chartered Property Casualty Underwriters/Insurance Institute of America, 2005).
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4.7 Review and Practice

1. What are the adverse consequences of risk? Give examples of each.

2. What is a common process of risk management for property exposure of a firm?

3. How was the traditional process of risk management expanded?

4. The liability of those who own a corporation is limited to their investment, while proprietors and
general partners have unlimited liability for the obligations of their business. Explain what relevance
this has for risk management.

5. What are the three objectives of risk mapping? Explain one way a chief risk officer would use a risk
map model.

6. Define the terms loss prevention and loss reduction. Provide examples of each.

7. What are the types of risks that are included in an enterprise risk analysis?

8. What has helped to expand risk management into enterprise risk management?

9. Following is the loss data for slip-and-fall shoppers’ medical claims of the fashion designer LOLA for
the years 2004—2008.

a. Calculate the severity and frequency of the losses.
b. Forecast the severity and frequency for next year using the appendix to this chapter.
c. What would be the risk management solution if Lola’s results are above the median of

severity and frequency for the industry of the geographical location?

Year | Number of Slip-and-Fall Claims | Slip-and-Fall Losses
2004 700 $2,650,000
2005 1,000 $6,000,000
2006 700 $7,000,000
2007 900 $12,300,000
2008 1,400 $10,500,000

Brooks Trucking, which provides trucking services over a twelve-state area from its home base in

Cincinnati, has never had a risk management program. Shawana Lee, Brooks Trucking’s financial
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vice-president, has a philosophy that “lightning can’t strike twice in the same place.” Because of this,
she does not believe in trying to practice loss prevention or loss reduction.
a. If you were appointed its risk manager, how would you identify the pure-risk exposures
facing Brooks?
b. Do you agree or disagree with Shawana? Why?

Devin Davis is an independent oil driller in Oklahoma. He feels that the most important risk he
has is small property damages to his drilling rig, because he constantly has small, minor damage to
the rig while it is being operated or taken to new locations.

a. Do you agree or disagree with Devin?
b. Which is more important, frequency of loss or severity of loss? Explain.

Rinaldo’s is a high-end jeweler with one retail location on Fifth Avenue in New York City. The
majority of sales are sophisticated pieces that sell for $5,000 or more and are Rinaldo’s own artistic
creations using precious metals and stones. The raw materials are purchased primarily in Africa (gold,
platinum, and diamonds) and South America (silver). Owing to a large amount of international
marketing efforts, Internet and catalog sales represent over 45 percent of the total $300 million in
annual sales revenue. To accommodate his customers, Rinaldo will accept both the U.S. dollar and
other foreign currencies as a form of payment. Acting as an enterprise risk manager consultant, create
a risk map model to identify Rinaldo’s risks across the four basic categories of business/strategic risk,

operational risk, financial risk, and hazard risk.

Saylor URL: http://www.saylor.org/books Saylor.org
184



http://creativecommons.org/licenses/by-nc-sa/3.0/
http://www.saylor.org/books

Chapter 5
The Evolution of Risk Management: Enterprise
Risk Management

In the first three chapters, we provided information to help you understand and measure risks, as well as
to evaluate risk attitudes and risk behavior. Chapter 4 "Evolving Risk Management: Fundamental

Tools" concentrated on risk management and methods for identifying, measuring, and managing risks. In
this chapter we elaborate further on the management of risk, placing greater emphasis on the
opportunities that risk represents. We emphasize prudent opportunities rather than actions motivated by
greed. When trying to identify the main causes of the 2008—2009 credit crisis, the lack of risk
management and prudent behavior emerge as key factors. However, even companies that were not part of
the debacle are paying the price, as the whole economy suffers a lack of credit and consumers’
entrenchment. Consumers are less inclined to buy something that they don’t consider a necessity. As
such, even firms with prudent and well-organized risk management are currently seeing huge devaluation

of their stocks. !

In many corporations, the head of the ERM effort is the chief risk officer or CRO. In other cases, the whole
executive team handles the risk management decision with specific coordinators. Many large corporations
adopted a system called Six Sigma, which is a business strategy widely adopted by many corporations to
improve processes and efficiency. Within this model of operation they embedded enterprise risk
management. The ERM function at Textron follows the latter model. Textron’s stock fell from $72 in
January 2008 to $15 in December 2008. Let’s recall that ERM includes every aspect of risks within the
corporation, including labor negotiation risks, innovation risks, lack-of-foresight risks, ignoring market
condition risks, managing self-interest and greed risks, and so forth. Take the case of the three U.S. auto
manufacturers—GM, Chrysler, and Ford. Their holistic risks include not only insuring buildings and
automobiles or worker’s compensation. They must look at the complete picture of how to ensure survival
in a competitive and technologically innovative world. The following is a brief examination of the risk

factors that contributed to the near-bankrupt condition of the U.S. automakers:
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e Lack of foresight in innovation of fuel-efficient automobiles with endurance and sustainability of
value.

e Too much emphasis on the demand for the moment rather than on smart projections of potential
catastrophes impacting fuel prices, like hurricanes Katrina, Wilma, and Ike.

e They did not account for an increase in the worldwide demand for use of fuel.

e Inability to compete in terms of quality control and manufacturing costs because of the labor
unions’ high wage demands. Shutting down individual initiatives and smart thinking. Everything
was negotiated rather than done via smart business decisions and processes.

e Allowing top management to stagnate into luxury and overspending, such as the personal planes
in which they went to Washington to negotiate bailouts.

e The credit crisis of 2008 escalated the demise; it compounded the already mismanaged industry

that didn’t respond to consumers’ needs.

Had risk management been a top priority for the automobile companies, perhaps they would face a
different attitude as they approach U.S. taxpayers for their bailouts. ERM needs to be part of the mind-set
of every company stakeholder. When one arm of the company is pulling for its own gains without
consideration of the total value it delivers to stakeholders, the result, no doubt, will be disastrous. The
players need to dance together under the paradigm that every action might have the potential to lead to
catastrophic results. The risk of each action needs to be clear, and assuredness for risk mitigation is a

must.

This chapter includes the following:

1. Links
2. Enterprise risk management within firm goals
3. Risk management and the firm’s financial statement—opportunities within the ERM

4. Risk management using the capital markets
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Links

While Chapter 4 "Evolving Risk Management: Fundamental Tools"enumerated all risks, we emphasized
the loss part more acutely, since avoiding losses represents the essence of risk management. But, with the
advent of ERM, the risks that represent opportunities for gain are clearly just as important. The question
is always “How do we evaluate activities in terms of losses and gains within the firm’s main goal of value
maximization?” Therefore, we are going to look at maps that examine both sides—both gains and losses as
they appear in Figure 5.1 "The Links to ERM with Opportunities and Risks". We operate on the negative
and positive sides of the ERM map and we look into opportunity risks. We expand our puzzle to
incorporate the firm’s goals. We introduce more sophisticated tools to ensure that you are equipped to

work with all elements of risk management for firms to sustain themselves.

Figure 5.1 The Links to ERM with Opportunities and Risks

Opportunity Risks

£ 5 —— Foreign Exchange
3 Loss/Gain
&
2 0. —m— Interest Rate
= Exchange Loss/Gain
5
=10

Time

Let us emphasize that, in light of the financial crisis of 2008—2009, ERM is a needed mind-set for all

disciplines. The tools are just what ERM-oriented managers can pull out of their tool kits. For example,
we provide an example for the life insurance industry as a key to understanding the links. We provide a
more complete picture of ERM in Figure 5.2 "Links between the Holistic Risk Picture and Conventional

Risk and ERM Tools".
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Figure 5.2 Links between the Holistic Risk Picture and Conventional Risk and ERM
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Part C illustrates the interaction between parts A and B.
Source: Etti G. Baranoff and Thomas W. Sager, “Integrated Risk Management in Life Insurance
Companies,” a $10,000 award-winning paper, International Insurance Society Seminar, Chicago, July

2006 and in special edition of the Geneva Papers on Risk and Insurance Issues and Practice.

[1] See explanation at http://www.Wikiperdia.org. see also “Executive Suite: Textron CEO

Zeroes in on Six Sigma,” USA Today, updated January 28, 2008.

[2] Paul Ingrassia, “How Detroit Drove into a Ditch: The Financial Crisis Has Brought the U.S.
Auto Industry to a Breaking Point, but the Trouble Began Long Ago,” Wall Street Journal,
October 25, 2008.
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5.1 Enterprise Risk Management within Firm Goals

LEARNING OBJECTIVES

e In this section you will learn how the ERM function integrates well into the firm’s
main theoretical and actual goal: to maximize value. We show a hypothetical
example of ERM adding value to a firm.

¢ We also discuss the ambiguities regarding the firm goals.

As you saw in Chapter 4 "Evolving Risk Management: Fundamental Tools", risk management functions
represent an integrated function within the organization. In Figure 4.2 "Notable Notions Risk Map", we
map every risk. While the enterprise risk management (ERM) function compiles the information, every
function should identify risks and examine risk management tools. Finance departments may take the
lead, but engineering, legal, product development, and asset management teams also have input. The
individual concerned with the organization’s ERM strategy is often given the position

chief risk officer (CRO). The CRO is usually part of the corporation’s executive team and is

responsible for all risk elements—pure and opportunity risks.

In this section, we illustrate in simple terms how the function integrates well into the firm’s goal to
maximize value. In terms of publicly traded corporations, maximizing value translates to maximizing the
company’s stock value. Even nonpublicly traded firms share the same goal. With nonpublicly traded
firms, the market isn’t available to explicitly recognize the company’s true value. Therefore, people may
interpret the term “firm’s value” differently with public versus nonpublic companies. Instead of the simple
stock value, nonpublic firms may well create value using inputs such as revenues, costs, or sources of
financing (debt of equity). While “cash-rich” companies have greater value, they may not optimally use
their money to invest in growth and future income. External variables, such as the 2008—2009 credit
crisis, may well affect firm value, as can the weather, investors’ attitudes, and the like. In 2008 and 2009,
even strong companies felt the effects from the credit crisis. Textron and other well-run companies saw

their values plummet.
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The inputs for a model that determines value allow us to examine how each input functions in the context
of all the other variables. "’ Once we get an appropriate model, we can determine firms’ values and use
these values to reach rational decisions. Traditionally, the drive for the firm to maximize value referred to
the drive to maximize stockholders’ wealth. In other words, the literature referred to the maximization
of the value of the firm’s shares (its market value, or the price of the stock times the number of shares
traded, for a publicly traded firm). This approach replaces the traditional concept of profits maximization,
or expected profit maximization, enabling us to introduce risky elements and statistical models into the
decision-making process. We just have to decipher the particular model by which we wish to calculate the
firm’s value and to enumerate the many factors (including risk variables from the enterprise risk map)
that may affect firm value. Actual market value should reflect all these elements and includes all the

information available to the market. This is the efficient-markets hypothesis.

Recently, many developed countries have seen a tendency to change the rules of corporate governance.
Traditionally, many people believed that a firm should serve only its shareholders. However, most people
now believe that firms must satisfy the needs of all the stakeholders—including employees and their
families, the public at large, customers, creditors, the government, and others. A company is a “good
citizen” if it contributes to improving its communities and the environment. In some countries, corporate
laws have changed to include these goals. This newer definition of corporate goals and values translates
into a modified valuation formula/model that shows the firm responding to stakeholders’ needs as well as
shareholder profits. These newly considered values are the hidden “good will” values that are necessary in
a company'’s risk management. We assume that a firm’s market value reflects the combined impact of all
parameters and the considerations of all other stakeholders (employees, customers, creditors, etc.) A
firm’s brand equity entails the value created by a company with a good reputation and good products.
You may also hear the term a company’s “franchise value,” which is an alternative term for the same

thing. It reflects positive corporate responsibility image.

Maximization of Firm’s Value for Sustainability

Another significant change in a way that firms are valued is the special attention that many are giving to

general environmental considerations. A case in point is the issue of fuel and energy. In the summer of
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2008, the cost of gas rising to over $150 a barrel and consumers paying more than $4 at the pump for a
gallon of gas, alternatives have emerged globally. At the time of writing this textbook, the cost of gas had
dropped significantly to as low as $1.50 per gallon at the pump, but the memory of the high prices, along
with the major financial crisis, is a major incentive to production of alternative energy sources such as
wind and sun. Fuel cost contributed in large part to the trouble that the U.S. automakers faced in
December because they had continued to produce large gas-guzzlers such as sport-utility vehicles (SUVs)
with minimal production of alternative gas-efficient cars like the Toyota Prius and Yaris, the Ford Fusion
hybrid, and the Chevrolet Avio. With the U.S. government bailout of the U.S. automobile industry in
December 2008 came a string of demands to modernize and to innovate with electric cars. Further, the
government made it clear that Detroit must produce competitive products already offered by the other
large automakers such as Toyota and Honda (which offered both its Accord and its Civic in hybrid
form).”” Chevrolet will offer a plug-in car called the Volt in the spring of 2010 with a range of more than

80 mpg on a single charge. Chrysler and Ford plan to follow with their own hybrids by 2012.

World population growth and fast growth among emerging economies have led us to believer that our
environment has suffered immense and irrevocable damage. ™ Its resources have been depleted; its
atmosphere, land, and water quickly polluted; and its water, forests, and energy sources destroyed. The
2005 United Nations Millennium Ecosystem report from 2005 provides a glimpse into our ecosystem’s
fast destruction. From a risk management point of view, these risks can destroy our universe, so their
management is essential to sustainability. Sustainability, in a broad sense, is the capacity to maintain a
certain process or state. It is now most frequently used in connection with biological and human systemes.
In an ecological context, sustainability can be defined as the ability of an ecosystem to maintain ecological
processes and functions. '’ Some risk management textbooks regard the risk management for
sustainability as the first priority, since doing business is irrelevant if we are destroying our planet and

undoing all the man-made achievements.

To reflect these considerations in practical decision making, we have to further adjust the definition and
measurement of business goals. To be sensible, the firm must add a long-term perspective to its goals to

include sustainable value maximization.
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How Risk Managers Can Maximize Values

In this section we demonstrate how the concept of a firm maximizing its value can guide risk managers
decisions. For simplicity’s sake, we provide an example. Assume that we base firm valuation on its
forecasted future annual cash flow. Assume further that the annual cash flow stays roughly at the same
level over time. We know that the annual cash flows are subject to fluctuations due to uncertainties and
technological innovations, changing demand, and so forth. ® In order to explain the inclusion of risk

management in the process, we use the following income statement example:

Table 5.1 Example of an Income Statement Before Risk Management

Income |$1,000

Salaries $800

Interest $100

Total expenses | ($900)

Profit $100

We assume that the value of the firm is ten times the value of the profit, ' or $1,000 in this very simple
example (10 x $100). ¥ Now, assume that the firm considers a new risk management policy in which $40
will be spent to improve safety (or insurance premiums). If all other factors are held constant, then the
firm’s profits will decrease, and the firm’s value will also decrease. In other words, in the simplistic model
of certainty, any additional expense would reduce the firm’s value and managers would, therefore, regard
the situation as undesirable. It seems that in general, almost all risk management activities would be
undesirable, since they reduce the hypothetical firm’s value. However, this analysis ignores some effects
and, therefore, leads to incorrect conclusions. In reality, the risk manager takes an action that may
improve the state of the firm in many directions. Recall our demonstration of the safety belts example that
we introduced Chapter 4 "Evolving Risk Management: Fundamental Tools". Customers may increase
their purchases from this firm, based on their desire to trade with a more secure company, as its chances
of surviving sudden difficulties improve. Many also believe that, as the firm gains relief from its fears of

risks, the company can improve long-term and continuous service. Employees would feel better working
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for a more secure company and could be willing to settle for lower salaries. In addition, bondholders
(creditors) will profit from increased security measures and thus would demand lower interest rates on
the loans they provide (this is the main effect of a high credit rating). Thus, risk management activity may
affect a variety of parameters and change the expected profit (or cash flow) in a more complex way. We

present the state of this hypothetical firm as follows:

Table 5.2 Example of an Income Statement after Risk Management

Before After
Change Change
Customers satisfied with increased security increase

Revenue $1,000 1020 | purchases
Insurance expenses 0 40
Salaries 800 760 | Employees satisfied with less
Interest on bonds 100 95 | Creditors appreciate the improved security
Expected reported
profit 100 125

The profit (or expected profit) of the company has risen. If the owners continue to demand a tenfold
multiplication factor, then the firm’s value increases from $1,000 to $1,250. The increase is a direct result
of the new risk management policy, despite the introduction of the additional risk management or
insurance costs. Note that the firm’s value has increased because other stakeholders (besides the owners)
have enjoyed a change of attitude toward the firm. The main stakeholders affected include the credit
suppliers in the capital market, the labor market and the product customers’ market. This did not happen
as a result of improving the security of the stockholders but as a result of other parties benefiting from the

firm’s new policy.

In fact, the situation could be even more interesting, if, in addition, the owners would be interested in a
more secure firm and would be willing to settle for a higher multiplier (which translates into lower rate of
return to the owners). *’ For example, if the new multiplier is eleven, the value of the firm would go up to
$1,375 (125 x 11), relative to the original value of $1,000, which was based on a multiplier of ten.
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This oversimplified example sheds a light on the practical complexity of measuring the risk manager’s
performance, according to the modern approach. Top managers couldn’t evaluate the risk manager’s
performance without taking into account all the interactions between all the parties involved. In reality, a
precise analysis of this type is complicated, and risk managers would have a hard time estimating if their
policies are the correct ones. Let us stress that this analysis is extremely difficult if we use only standard
accounting tools, which are not sensitive enough to the possible interactions (e.g., standard accounting
does not measure the fine changes that take place—such as the incremental effect of the new risk
management policy on the sales, the salaries, or the creditors’ satisfaction). We described this innovative
approach in hope that the student will understand the nature of the problem and perhaps develop

accounting tools that will present them with practical value.

Risk managers may not always clearly define their goals, because the firm’s goals are not always clearly
defined, especially for nonprofit organizations. Executives’ complex personal considerations, management
coalitions, company procedures, past decisions, hopes, and expectations enter into the mix of parameters
defining the firm’s goals. These types of considerations can encourage risk managers to take conservative
action. For example, risk managers may buy too much insurance for risks that the firm could reasonably
retain. This could result from holding the risk manager personally responsible for uninsured losses. Thus,
it's very important not to create a conflict between the risk managers’ interests and the firm’s interests.
For example, the very people charged with monitoring mortgage issuance risk, the mortgage underwriters
and mortgage bankers, had a financial incentive (commissions) to issue the loans regardless of the
intrinsic risks. The resulting subprime mortgage crisis ensued because of the conflict of interest between
mortgage underwriters and mortgage bankers. This situation created the starting point for the 2008—

2009 financial crisis.

Risk managers must ascertain—before the damage occurs—that an arrangement will provide equilibrium
between resources needed and existing resources. The idea is to secure continuity despite losses. As such,
the risk manager’ job is to evaluate the firm'’s ability or capacity to sustain (absorb) damages. This job

requires in-depth knowledge of the firm’s financial resources, such as credit lines, assets, and insurance
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arrangements. With this information risk managers can compare alternative methods for handling the

risks. We describe these alternative methods in the next section.

KEY TAKEAWAYS

¢ In this section you studied the interrelationship between firms’ goals to maximize
value and the contributions of the enterprise risk management function to such
goals.

e We used a hypothetical income statement of a company.

e We also discussed the challenges in achieving firms’ goals under stakeholders’ many

conflicting objectives.

DISCUSSION QUESTIONS

1. Discuss the different firm goals that companies seek to fulfill in the late 2000s.

2. How does the risk management function contribute to firm goals?

3. Find a company’s income statement and show how the enterprise risk management
functions contribute at least two actions to increase the firm’s value.

4. How might firm stakeholders’ goals conflict? How might such conflicting goals affect

value maximization objectives?

[1] See references to Capital versus Risks studies such as Etti G. Baranoff and Thomas W. Sager,
“The Impact of Mortgage-backed Securities on Capital Requirements of Life Insurers in the
Financial Crisis of 2007—2008,” Geneva Papers on Risk and Insurance Issues and Practice, The
International Association for the Study of Insurance Economics 1018—

5895/08,http://www.palgrave-journals.com/gpp; Etti G. Baranoff, Tom W. Sager, and Savas

Papadopoulos, “Capital and Risk Revisited: A Structural Equation Model Approach for Life
Insurers,” Journal of Risk and Insurance, 74, no. 3 (2007): 653-81; Etti G. Baranoff and Thomas
W. Sager, “The Interrelationship among Organizational and Distribution Forms and Capital and
Asset Risk Structures in the Life Insurance Industry,” Journal of Risk and Insurance 70, no. 3

(2003): 375; Etti G. Baranoff and Thomas W. Sager, “The Relationship between Asset Risk,
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Product Risk, and Capital in the Life Insurance Industry,”Journal of Banking and Finance 26, no.

6 (2002): 1181-97.

[2] See references to Capital versus Risks studies such as Etti G. Baranoff and Thomas W. Sager,
“The Impact of Mortgage-backed Securities on Capital Requirements of Life Insurers in the
Financial Crisis of 2007—2008,” Geneva Papers on Risk and Insurance Issues and Practice, The
International Association for the Study of Insurance Economics 1018—

5895/08,http://www.palgrave-journals.com/gpp; Etti G. Baranoff, Tom W. Sager, and Savas

Papadopoulos, “Capital and Risk Revisited: A Structural Equation Model Approach for Life
Insurers,” Journal of Risk and Insurance, 74, no. 3 (2007): 653—-81; Etti G. Baranoff and Thomas
W. Sager, “The Interrelationship among Organizational and Distribution Forms and Capital and
Asset Risk Structures in the Life Insurance Industry,” Journal of Risk and Insurance 70, no. 3
(2003): 375; Etti G. Baranoff and Thomas W. Sager, “The Relationship between Asset Risk,
Product Risk, and Capital in the Life Insurance Industry,”Journal of Banking and Finance 26, no.

6 (2002): 1181-97.

[3] See environmental issues athttp://environment.about.com/b/2009/01/20/obama-launches-

new-white-house-web-site-environment-near-the-top-of-his-agenda

.htm,http://environment.about.com/b/2009/01/12/billions-of-people-face-food-shortages-

due-to-global-warming.htm, orhttp://environment.about.com/b/2009/01/20/obamas-first-

100-days-an-environmental-agenda-for-obamas-first-100-days.htm.

[4] http://en.wikipedia.org/wiki/Sustainability.

[5] Capital budgeting is a major topic in financial management. The present value of a stream of
projected income is compared to the initial outlay in order to make the decision whether to
undertake the project. We discuss Net Present Value (NPV) in Chapter 4 "Evolving Risk
Management: Fundamental Tools" for the decision to adopt safety belts. For more methods,

the student is invited to examine financial management textbooks.
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http://environment.about.com/b/2009/01/12/billions-of-people-face-food-shortages-due-to-global-warming.htm
http://environment.about.com/b/2009/01/12/billions-of-people-face-food-shortages-due-to-global-warming.htm
http://environment.about.com/b/2009/01/20/obamas-first-100-days-an-environmental-agenda-for-obamas-first-100-days.htm
http://environment.about.com/b/2009/01/20/obamas-first-100-days-an-environmental-agenda-for-obamas-first-100-days.htm
http://en.wikipedia.org/wiki/Sustainability

[6] This example follows Doherty’s 1985 Corporate Risk Management.

[7] This assumes an interest rate for the cash flow of 10 percent. The value of the firm is the

value of the perpetuity at 10 percent which yields a factor of ten.

[8] This concept follows the net income (NI) approach, which was shown to have many
drawbacks relative to the Net Operating Income (NOI) approach. See the famous Miller-

Modigliani theorems in the financial literature of 1950 and 1960.

[9] This happens if the corporate cost of capital decreases to about 9 percent from 10 percent.
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5.2 Risk Management and the Firm’s Financial
Statement—Opportunities within the ERM

LEARNING OBJECTIVES

e In this section you will learn the tasks of the enterprise risk managers (ERM)
function as it relates to the balance sheet of the firm annual statement.

e The ERM function manages and ensures sustainability by preventing losses and
providing opportunities within the risk matrix.

e Using hypothetical balance sheets, the student learns the actual ERM functions of
both financial and nonfinancial firms.

e Our exploration of financial firms uncovers some of the causes of the 2008—2009

financial crisis.

The enterprise risk manager or CRO must understand the risks inherent in both sides of the balance sheet
of the firm’s financial statements. A balance sheet provides a snapshot of a firm’s assets and liabilities.
We show a balance sheet for a nonfinancial firm in Table 5.3 "Hypothetical Retail and Wholesaler Fashion
Apparel Balance Sheet—(Risks and ERM)". Table 5.5 "A Hypothetical Balance Sheet of a Hypothetical Life
Insurance Firm with Its Asset Allocation Mix (in Millions of Dollars)—Risks and ERM" then shows a
balance sheet for an insurance company. Firms must produce annual financial reports including their
balance sheets and income statements. Together, we call income statements and balance

sheets financial statements. While we focused in the section above on a simplified hypothetical income
statement, now we focus on the assets and liabilities as they appear at a certain point. With this
ammunition at hand, we will be able to explain why financial institutions created so many problems
during the 2008—2009 credit crisis. You will be able to explain AIG’s major problems and why the
government ended up bailing it out, along with many other financial institutions. The question that you

will be able to answer is, “What side of the balance sheet did AIG fail to manage appropriately?”
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Nonfinancial Firm

First, we will work with a hypothetical, small, nonfinancial institution, such as a furniture manufacturer
or high-tech hardware and software company. Table 5.3 "Hypothetical Retail and Wholesaler Fashion
Apparel Balance Sheet—(Risks and ERM)" shows the hypothetical assets, liabilities, and equity of this

business.

Table 5.3 Hypothetical Retail and Wholesaler Fashion Apparel Balance Sheet—(Risks
and ERM)

Cash (loss of use risks) $8,000 | Liabilities
Accounts Receivable (customers quality, Notes Payable (cash flow, foreign exchange and
foreign exchange and interest rate risks) $28,000 | interest rate risks) $50,000

Accounts Payable and the mortgage on the
building (real estate crisis, cash flow, and interest

rate risks) $90,000
Buildings (asset risk) $100,000 | Total liabilities $140,000
Tools, furniture, inventory, and equipment
(asset risk and opportunity asset risk in
store design) $27,000 | Owners’ equity

Capital Stock $17,000

Retained Earnings $6,000

Total owners’ equity $23,000
Total $163,000 | Total $163,000

Based on Table 5.3 "Hypothetical Retail and Wholesaler Fashion Apparel Balance Sheet—(Risks and
ERM)", we can list some areas for which enterprise risk managers (ERMs) need to involve themselves for
risk mitigation. Note, these loss risks do not. As part of the executive team, enterprise risk managers
regard all activities, including any involvement in opportunity risks that carry the potential of gains as

discussed in Chapter 1 "The Nature of Risk: Losses and Opportunities".
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Examples of ERM activities generated from the assets and the liabilities on the balance sheet are as

follows:

e Building risk: The ERM or CRO has to keep all company buildings safe and operational. Most, if
not all, companies carry insurance on all real property. We will discuss the reasons later in the
text. However, this represents only part of the CRO’s activities. The risk management manual
should give directions for how to take care of weather-related potential damages, or losses from
fires or other perils. Furthermore, the risk manager should be involved in any discussions of how
to convert some building parts into income—producing opportunities. This will entail carefully
assessing potential cash flow streams from reliable and careful tenants, not only from their
capacity to pay potential, but also from their capacity to keep losses at an absolute minimum. The
CRO or ERM takes on the capital budgeting function and computes net present values with the
appropriate risk factors, as shown in Chapter 4 "Evolving Risk Management: Fundamental
Tools" with the example of the safety belts. They need to include some risk factors to measure
tenant quality in terms of both paying the rent and maintaining the properties properly.

e Accounts Receivables and Notes Due: ERMs and CROs must create procedures to ensure that the
accounts receivables can be collected and remain in good standing. This is key to sustainability—
the ability to maintain expected cash flows. In addition, since the Fashion Apparel’s customers are
from other countries, the decision of what currency to use is very important. As far as currency
risk is concerned, the risk officer must negotiate with the suppliers and designers to set a
mutually beneficial currency. This mutually beneficial currency will provide a very important
means to pay the firm’s suppliers and global designers. The risk manager can use currency
derivatives to hedge/mitigate the currency risk. Also, if the company uses credit to maintain
inventory for the long term, the ERM procedures should include ways to handle interest rate risk
on both sides. Such interest rate risk would affect both receivables and payments to vendors,
designers, and suppliers. To ensure liquidity, many companies create interest-bearing credit lines
from banks—as long as the interest rates are in line with what can be collected in the accounts
receivable. The firm has to borrow money to create the cash flows to pay salaries and buy new

inventory. At the same time, the firm receives interest from clients. These transactions create a

Saylor URL: http://www.saylor.org/books Saylor.org
201



http://creativecommons.org/licenses/by-nc-sa/3.0/
http://www.saylor.org/books

need for interest-rate management while it is receiving interest from clients, there needs to be
interest risk management, such as using swaps, which is explained in detail with an example in
the next section of this chapter.

e If used correctly, the swap derivative can act as insurance to mitigate interest rate risk. The
interest rate used for borrowing and lending must make sense in terms of the management of
accounts receivable and notes due on the liabilities side of the balance sheet. See Figure 5.1 "The
Links to ERM with Opportunities and Risks"showing the gains and losses that can occur because
of interest rate and currency risks. They can also provide opportunities if handled with
appropriate risk management. Note that the ability to obtain lines of credit from banks and
suppliers and extend credit to customers is an integral part of the working of the cash flow of the
firm. Indeed the credit crisis of 2008—2009 occurred in part because banks and other creditors
lost confidence in the counterparty’s ability to pay, and the credit markets “froze.” This led to
insolvencies, declines in stock value, and a general recession.

e Tools, furniture, and inventory: ERMs must take account of the traffic flow in the show room
because they will want to establish sustainability and opportunities to make money. They must
ensure that halls provide safety designs as well as fashion statements and innovative and creative
designs to enhance visibility of the merchandise. Thus, while the risk manager is involved in
avoiding or reducing losses, he/she is also involved in the opportunities. For example, it may be
risky to hang some of the merchandise from the ceilings with wind tunnels that accentuate the
flow of the fabrics, but it may also increase sales dramatically if the right effects are achieved.
CROs must manage the opportunity risk (the chance to make money) with the appropriate risk
factors as they compute the capital budget.

e Accounts Payable including the Mortgage on the Buildings — Capital Structure: Until the real
estate crisis of 2008, real estate investments were stable. However, the CRO, working with other
managers, must decide whether to purchase large assets with debt or equity from investors. The
financing method is very important and it is regarded as the capital structure of the firm—the
choice between debt and equity. In this company, the Apparel Designer, the building was
purchased with a large mortgage (debt). The mortgage amount due is not subject to reduction

unless paid. But, the buildings can decline in value, and at the same time the company’s net worth
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can be in jeopardy, with potentially catastrophic consequences. If our hypothetical example was a
publicly traded company, it would have to show at the end of each year the true value of
buildings—the market value. Under this scenario, with so much debt and so little owner’s equity,
the balance sheet can show the firm as insolvent. The CRO or risk manager must address the
company’s capital structure issue and point out the risks of taking large mortgages on buildings,
since the properties may lose their value. The capital structure decision creates a need for
managers to choose between financing property with debt versus equity. This tradeoff is a tricky
one to negotiate. If the firm uses equity, it may be underinvested. If it uses debt, it runs the risk of
insolvency. For example, we know that before the 2008 financial crisis, many firms used too

much debt, leading to sustainability issues and liquidation, such as Circuit City.

Capital structure decisions as well as the nature of debt and its covenants (the details of the contracts
and promises between the debt contract parties), accounts receivables, and notes have been under the
domain of the finance or treasury department of companies with a new breed of financial risk managers.
These risk managers are responsible for managing the risk of the investments and assets of the firms
using tools such as Value at Risk (VaR; discussed in Chapter 2 "Risk Measurement and Metrics") and
capital markets instruments such as derivatives as explained in Chapter 2 "Risk Measurement and
Metrics" and will be detailed in the next section of this chapter. Currently, the trend is to move financial

risk management into the firm-wide enterprise risk management.

Financial Firm—An Insurer

Next, we move to the risk management function with regard to the balance sheet of financial institutions.
We delve into an example of a hypothetical life insurance company. As you will see in the coming
chapters, insurance companies are in two businesses: the insurance and investment businesses. The
insurance side is the underwriting and reserving liabilities. Underwriting is the process of evaluating
risks, selecting which risks to accept, and identifying potential adverse

selection. Reserving liabilities involves the calculation of the amount that the insurer needs to set aside
to pay future claims. It’s equivalent to the debt of a nonfinancial firm. The investment side includes

decisions about asset allocation to achieve the best rate of return on the assets entrusted to the insurer
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by the policyholders seeking the security. Asset allocation is the mix of assets held by an insurer; also, the
allocation of assets is necessary to meet the timing of the claims obligations. This activity is called asset-
liabilities matching. The matching is, in essence, to ensure liquidity so that when claims come due the

firm has available cash to pay for losses.

When reviewing the asset portfolio, also referred to as the

investment portfolio or asset allocation of an insurer, we see the characteristics of the assets needed
to support the payment of claims of the specific insurer. Asset allocation is the mix of assets held by an
insurer. A property or health insurer needs a quick movement of funds and cannot invest in many long-
term investments. On the other hand, insurers that sell mostly life insurance or liability coverage know

that the funds will remain for longer-term investment, as claims may not arrive until years into the future.

The firm maintains liability accounts in the form of reserves on balance sheets to cover future claims
and other obligations such as taxes and premium reserves. The firm must maintain assets to cover the
reserves and still leave the insurer with an adequate net worth in the form of capital and surplus.
Capital and surplus represent equity on the balance sheet of a nonfinancial firm. We calculate the firm’s
net worth by taking the asset minus liabilities. For students who have taken a basic accounting course, the
balance sheet of a firm will be very familiar. Table 5.4 "Balance Sheet Structure of an Insurer”provides the

two sides of the balance sheet of an insurer in insurance terminology.

Table 5.4 Balance Sheet Structure of an Insurer

Assets Liabilities

Portfolio of invested assets Liabilities including reserves

Premiums, reinsurance, and other assets | Capital and surplus

The following is Table 5.5 "A Hypothetical Balance Sheet of a Hypothetical Life Insurance Firm with Its
Asset Allocation Mix (in Millions of Dollars)—Risks and ERM", which shows the investment portfolio or

the asset allocation of a hypothetical life insurer within its balance sheet. The asset mix reflects the
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industry’s asset distribution.Table 5.5 "A Hypothetical Balance Sheet of a Hypothetical Life Insurance
Firm with Its Asset Allocation Mix (in Millions of Dollars)—Risks and ERM" also shows the liabilities side

of that insurer.

Table 5.5 A Hypothetical Balance Sheet of a Hypothetical Life Insurance Firm with Its
Asset Allocation Mix (in Millions of Dollars)—Risks and ERM

Bonds: risks of junk bonds and
nonperforming, mortgage-backed
securities. $1,800 | Loans and advances $10

Life insurance and annuities reserves [risk of catastrophes

Stocks: risks of the market and miscalculations by actuaries (longevity risk) and lack

fluctuations 990 of underwriting 950

Mortgages: risk of nonperforming Pension fund reserves: risk of inability to keep the

mortgages, no liquidity 260 promises of the guarantees 1,200

Real Estate: risks of real estate

collapse and lack of liquidity 50 Taxes payable 25

Policy Loans: risk of inability of

policyholders to pay 110 Miscellaneous liabilities 650

Miscellaneous 120 Total Liabilities 2,835
Capital and Surplus $495

Total 3,330 | Total $3,330

The hypothetical life insurer in Table 5.5 "A Hypothetical Balance Sheet of a Hypothetical Life Insurance
Firm with Its Asset Allocation Mix (in Millions of Dollars)—Risks and ERM" represents a typical insurer
in the United States with a larger percentage of investment in bonds and mortgages and less investment
in stocks. The ERM joins the executive team and regards all activities, including firm undertakings in
opportunity and financial risks. Therefore, the risk manager works also as a financial risk manager on the
side of the insurer’s asset allocation and capital structure questions. Examples of ERM activities generated

from the assets and liabilities on the balance sheet are as follows:
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e Risks from the liabilities: The liabilities comprise mostly reserves for claims on the products sold
by the life insurer. The products here are life and annuities (this insurance company does not sell
health insurance). Most of the reserves are for these products. The reserves are computed
by actuaries, who specialize in forecasting the losses and developing the losses’ potential future
impact on the insurers. Actuaries use mortality tables and life expectancy tables to estimate the
future losses that the insurer must pay. Mortality tables indicate the percent of expected deaths
for each age group. Life expectancy shows the length of life expected for people born in each
year. Chapter 1 "The Nature of Risk: Losses and Opportunities” delves into this topic in detail.
Usually, life insurance firms maintain a high level of expertise in selling products to people and
categorizing them in similar risk levels. Insurance underwriters develop specialized expertise to
ensure that the insurer does not sell the products too cheaply for the risks that the insurer
accepts. As such, the enterprise risk manager depends on the actuarial and underwriting expertise
to ensure the liabilities side of the business is well managed. If the reserve calculations miss the
mark, the insurer can become insolvent very quickly and lose the capital and surplus, which is its
net worth.

e Risks from the asset mix: The enterprise risk manager or CRO should ensure that the insurer’s
investment portfolio or asset mix can perform and sustain its value. Our hypothetical life insurer
posted $1,800 million in bonds. The mix of these bonds is critical, especially during the recent
2008-2009 global crisis (described inChapter 1 "The Nature of Risk: Losses and Opportunities™).
The amount of mortgage-backed securities (MBS) within the bonds is very critical, especially if
these MBS are nonperforming and lose their value. As it turns out, the balance sheet we provided
above represents a time before the credit crisis of 2008. This hypothetical insurer held 10 percent
of its bonds in MBS and half of them turned into nonperforming assets by the end of 2008. This
translates into $90 million of lost assets value in 2008. In addition, the stock market collapse
took its toll and the 2008 market value of the stocks decreased by 30.33 percent. Investment
professionals worked with a CRO to ensure a much lower decrease than the market indexes. They
ensured that the stock portfolio was more conservative. If we assume that all other liabilities and
assets did not suffer any additional loss, the capital and surplus of this hypothetical insurer will be

almost wiped out at the end of 2008. !
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$495-90-330=%75 worth of capital and surplus

As an insurer, the firm faces an outcome to the ERM function, since underwriting is a critical component
for the insurer’s sustainability. Here, the balance sheet would show that the insurer invested in mortgage-
backed securities (MBS), not doing its underwriting work itself. The insurers allowed the investment
professionals to invest in financial instruments that did not underwrite the mortgage holders prudently. If
the CRO was in charge completely, he would have known how to apply the expertise of the liabilities side
into the expertise of the assets side and would have demanded clear due diligence into the nature of MBS.
Warren Buffet, the owner of insurance companies, said he did not trust MBS and did not invest in such
instruments in his successful and thriving businesses. Due diligence examines every action and items in

the financial statement of companies to ensure the data reflect true value.

KEY TAKEAWAYS

In this section you learned the following:

e How the ERM function has to consider both sides of the balance sheet: assets and
liabilities

e How the ERM function ensures the survival of the firm and its net worth

e How the ERM function can help in the due diligence for sustainability

e The differences between the ERM function of a nonfinancial firm and a financial firm

DISCUSSION QUESTIONS

1. Find the balance sheet of a company such as Best Buy and analyze all the risk and
ERM from the assets side and from the liabilities side. Create a list of actions for the
ERM function.

2. Find the balance sheet of Bank of America from 2006 or 2007 and analyze all the risk
and ERM from the assets side and from the liabilities side. Create a list of actions for

the ERM function.
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3. Introduce the 2008-2009 credit crisis to both companies in questions 1 and 2.
Explain the impact on the net worth of these companies. What actions you would

suggest to incorporate in the ERM function?

[1] Circuit City announced its liquidation in the middle of January 2009 after they could not find

a buyer to salvage the company that specialized in electronics.

[2] Insurers have a special accounting system called statutory accounting. Only insurers that are
publicly traded are required to show the market value of their assets in a separate accounting
system, called GAAP accounting (Generally Accepted Accounting Procedures). The assets and
liabilities shown in Table 5.5 "A Hypothetical Balance Sheet of a Hypothetical Life Insurance
Firm with Its Asset Allocation Mix (in Millions of Dollars)—Risks and ERM" are based on the
statutory accounting and the assets are booked at book value, rather than market value, except
for the stocks. The differences between the two accounting systems are beyond the scope of
this textbook. Nevertheless, the most important differences have to do with accrued liabilities
and mark-to-market values of the assets. Statutory accounting does not require market values

of bonds.

[3] This was reflected in the stock market with insurers such as Hartford Life, Genworth Life,
and AIG life insurance, for example. This decline, without a decline in the liabilities, lowered the

capital amount of these insurers.
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5.3 Risk Management Using the Capital Markets

LEARNING OBJECTIVES

e In this section you will learn how the ERM function can incorporate the capital
markets’ instruments, such as derivatives.
e You also learn though a case how swaps can help mitigate the interest rate risk of a

bank.

Enterprise risk management has emerged from the following steps of maturation:

e Risk management using insurance as discussed briefly in Chapter 4 "Evolving Risk Management:
Fundamental Tools" and will be the topic of the rest of the book

e Explosive growth in technology and communications

e Development of quantitative techniques and models to measure risk (shown in Chapter 2 "Risk
Measurement and Metrics")

e Evolution of the financial markets and financial technology into hedging of risks

These mechanisms combine to create a direct connection between the firm’s overall appetite for risk, as

set in company objectives, and choosing appropriate corporate-level for solutions in mitigating risks.

Evolution of the Financial Markets

The last two or three decades have been a period of rapid financial innovation. Capital markets soared and
with the growth came the development of derivatives. Derivatives can be defined as financial securities
whose value is derived from another underlying asset. Our discussion will incorporate three basic tools
used: forwards/futures, swaps, and options. Derivatives are noninsurance instruments used to hedge, or
protect, against adverse movements in prices (in stocks or in commodities such as rice and wheat) or rates
(such as interest rates or foreign exchange rates). For example, breakfast cereal manufacturer Frosty O’s
must have wheat to produce its finished goods. As such, the firm is continually vulnerable to sudden

increases in wheat prices. The company’s risk management objective would be to protect against wheat
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price fluctuations. Using derivatives, we will explore the different choices in how an enterprise risk

manager might mitigate the unwanted price exposure.

Forward/Future Purchase

Forwards and futures are similar in that they are agreements that obligate the owner of the instrument to
buy or sell an asset for a specified price at a specified time in the future. Forwards are traded in the over-
the-counter market, and contract characteristics can be tailored to meet specific customer needs. Farmers
and grain elevator operators also use forwards to lock in a price for their corn or soybeans or wheat. They
may choose to lock in the basis, which is the amount of money above and beyond the futures price.
Alternatively, if they like (believe that the prices are at their highest likely levels) the futures’ price levels,
they can lock in the entire price. Food and beverage companies use forwards to lock in their costs for
grains and fruits and vegetables. Quaker Oats, for example, locks in the prices on corn and oats using
forward contracts with growers. Anheuser Busch depends upon forwards to lock in the price of hops, rice,
and other grains used to make beer. Dole fruit companies use forwards to price out pineapples,

raspberries, grapes, and other fruits.

Futures, on the other hand, trade on an exchange with standardized contract specifications. Forwards
and futures prices derive from the spot, or cash market, which is “today’s” price for a particular asset. An
example of a spot contract would be your agreement to purchase a meal at a restaurant. The spot market
is the quoted price on today’s menu. A futures or forwards market would be the price you would have to
pay if you wanted the same meal one year from today. Getting back to our cereal manufacturer, Frosty O’s
can either go to the spot market on an ongoing basis or use the forwards/futures market to contract to buy
wheat in the future at an agreed-upon price. Buying in the spot market creates exposure to later price
fluctuation. Buying in the forwards/futures market allows the manufacturer to guarantee future delivery
of the wheat at a locked-in price. Hence, this strategy is known as a “lock it in” defense. Southwest
Airlines’ strategy to buy oil futures during the fuel crisis of 2007—2008 allowed them to be the only
profitable airline. On the other side, Continental Airline is suffering from buying aviation fuel futures
when the price of oil subsequently declined dramatically. Thus, the use of futures and forwards can create

value or losses, depending upon the timing of its implementation.
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Swaps

Swaps are agreements to exchange or transfer expected future variable-price purchases of a commodity
or foreign exchange contract for a fixed contractual price today. In effect, Frosty O’s buys wheat and swaps
its expected “floating” price exposure for wheat at different times in the future for a fixed rate cost. For
example, if Frosty O’s normally buys wheat on the first of each month, the company will have to pay
whatever the spot price of wheat is on that day. Frosty O’s is exposed to market price fluctuations for each
of the twelve months over a year’s time period. It can enter into a transaction to pay a fixed monthly rate
over a year’s time period instead of whatever the floating spot rate may be each month. The net effect of
the swap transaction is to receive the necessary wheat allotment each month while paying a fixed,
predetermined rate. The swap rate quote would be fixed using the spot market and the one-year forward
market for wheat. Thus Frosty O’s eliminates any adverse price exposure by switching the “floating” price
exposure for an agreed-upon fixed price. Swaps are used in the same manner to exchange floating interest
rate liabilities for fixed-interest rate liabilities. Hence, this strategy is known as a “switch out of it”

defense. We will show an elaborate swaps example at the end of this section.

Options

Agreements that give the right (but not the obligation) to buy or sell an underlying asset at a specified
price at a specified time in the future are known as options. Frosty O’s can purchase an option to buy the
wheat it needs for production at a given strike price. The strike price (also called exercise price) is the
specified price set in the option contract. In this fashion, Frosty O’s can place a ceiling on the price it will
pay for the needed wheat for production in future time periods. Until the maturity date of the option
passes, option holders can exercise their rights to buy wheat at the strike price. If the future spot price of
wheat rises above the strike price, Frosty O’s will execute its option to purchase the wheat at the lower
strike price. If the future price of wheat falls below the strike price, the company will not exercise its
option and will instead purchase wheat directly in the spot market. This differentiates the option contract
from the futures contract. An option is the right to buy or sell, whereas a futures/forward contract is

an obligation to buy of sell. The option buyer pays the cost of the option to buy wheat at the strike price—
also known as the option premium. A call option grants the right to buy at the strike price. A put option

grants the right to sell at the strike price. A call option acts like insurance to provide an upper limit on the
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cost of a commodity. A put option acts like insurance to protect a floor selling price for wheat. Hence,

option strategies are known as “cap” and “floor” defenses. '

Individuals and companies alike use derivative instruments to hedge against their exposure to
unpredictable loss due to price fluctuations. The increasing availability of different derivative products
has armed enterprise risk managers (ERM) with new risk management tool solutions. An importer of raw
materials can hedge against changes in the exchange rate of the U.S. dollar relative to foreign currencies.
An energy company can hedge using weather derivatives to protect against adverse or extreme weather
conditions. And a bank can hedge its portfolio against interest rate risk. All of these risk exposures
interrupt corporate cash flow and affect earnings, capital, and the bottom line, which is the value of the
firm. These solutions, however, create new risk exposures. Over-the-counter market-traded derivatives,
which feature no exchange acting as counterparty to the trade, expose a company to credit risk in that the

counter party to the contract may not live up to its side of the obligation.

Risk Management Using Capital Markets

Dramatic changes have taken place in the insurance industry in the past two to three decades. A
succession of catastrophic losses has caused insurers and reinsurers to reevaluate their risk analyses. The
reassessment effort was made in full realization that these disasters, as horrible as they were, may not be
the last worst-case scenarios. Past fears of multiple noncorrelated catastrophic events occurring in a
relatively short period of time are on the top of agendas of catastrophe risk modelers and all
constituencies responsible for national disaster management. The affordability of coverage, along with
reinsurers’ credit quality concerns players who have lost large chunks of capital and surplus or equity to

those disasters led to the first foray into using the capital markets as a reinsurance alternative.

Securitization

Packaging and transferring the insurance risks to the capital markets through the issuance of a financial
security is termed securitization.” The risks that have been underwritten are pooled together into a
bundle, which is then considered an asset and the underwriter then sells its shares; hence, the risk is

transferred from the insurers to the capital markets. Securitization made a significant difference in the

Saylor URL: http://www.saylor.org/books Saylor.org
212



http://creativecommons.org/licenses/by-nc-sa/3.0/
http://www.saylor.org/books

way insurance risk is traded—by making it a commodity and taking it to the capital markets in addition to
or instead of to the insurance/reinsurance market. Various insurance companies’ risks for similar
exposures in diversified locations are combined in one package that is sold to investors (who may also
include insurers). Securitized catastrophe instruments can help a firm or an individual to diversify risk
exposures when reinsurance is limited or not available. Because global capital markets are so vast, they
offer a promising means of funding protection for even the largest potential catastrophes. Capital market
solutions also allow the industry (insurers and reinsurers) to reduce credit risk exposure, also known

as counterparty risk. This is the risk of loss from failure of a counterparty, or second party, in a
derivatives contract to perform as agreed or contracted. Capital market solutions also diversify funding
sources by spreading the risk across a broad spectrum of capital market investors. Securitization
instruments are also called insurance-linked securities (ISLs). They include catastrophe bonds,
catastrophe risk exchange swaps, insurance-related derivatives/options, catastrophe equity puts (Cat-E-

Puts), contingent surplus notes, collateralized debt obligations (CDOs),"" and weather derivatives.

Catastrophe bonds, or CAT bonds, seek to protect the insurance industry from catastrophic events. The
bonds pay interest and return principal to investors the way other debt securities do—as long as the issuer
does not experience losses above an agreed-upon limit. Insurers can come to the capital market to issue
bonds that are tied to a single peril, or even to a portfolio or basket of risks. Embedded in each issue is a
risk trigger that, in the event of catastrophic loss, allows for forgiveness of interest and/or principal

repayment.

The CAT Bond Story

Innovation is key to the success stories on Wall Street. In November 1996, Morgan Stanley & Co. was
about to make history as the first to underwrite an insurance-related issue offered to the public:
catastrophe bonds. California Earthquake Authority (CEA), a state agency providing homeowners
insurance, needed capital and had sought Wall Street’s assistance. Morgan Stanley proposed a simple
structure: bonds paying a robust 10 percent interest but with a catastrophic loss trigger point of $7 billion.

If CEA lost that much (or more) from any one earthquake, the investors would lose their principal.
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The deal didn't happen because Berkshire Hathaway’s insurance division, National Indemnity Co., offered
to underwrite CEA’s earthquake risk. Many speculate that Berkshire was intent on foiling investment
banking firms’ attempt to steal away traditional reinsurance business. The market didn’t go away,
however. By the time Katrina hit the Gulf Coast in 2005, the market had grown to an estimated $6 billion
in value. The market kept growing since 1997 when $900 million worth of CAT bonds were sold. In June
of that year, USAA, a San Antonio-based insurer, floated an issue of $477 million in the capital markets
with a one-year maturity. The loss threshold was $1 billion. As long as a hurricane didn’t hit USAA for
more than the $1 billion over the one-year time period, investors would enjoy a hefty coupon of 11 percent

and would get their principal back.

Reinsurer industry executives agreed upon only one thing: CAT bonds would radically change their
business. With ongoing property development in catastrophe-prone areas, the insurance industry’s
exposure to huge losses is only increasing. S&P calculated that the probability of a $1 billion loss occurring
in any given year is about 68 percent, while the probability of a $3 billion loss drops to about 31 percent.
The chance of a $15 billion loss in a given year is about 4 percent. For example, Hurricane lke produced

losses of about $23 billion in 2008.

CAT bonds have been hailed for the following reasons: they add capacity to the market, fill in coverage
gaps, and give risk managers leverage when negotiating with insurers by creating a competitive
alternative. As the insurance industry cycles, and the next wave of disasters depletes reinsurance
companies’ capital and surplus, Wall Street will be poised to take advantage. During soft markets, CAT
bonds are more expensive than traditional reinsurance. If reinsurance markets begin to harden, CAT bond
issues are a practical alternative. However, some downside potential threaten. What happens when you
have a loss, and the bonds are used to pay for the exposure? Andrew Beazley, active underwriter of
Beazley Syndicate 623 in London, said, “Once you have a loss, the bonds will pay, but you still have the
exposure. The question is whether you'll be able to float another bond issue to cover it the next time
something happens. Reinsurers are expected to stick around and still write coverage after a loss, but can
the same be said with CAT bond investors?” Apparently, the answer is “yes,” as evidenced from the

substantial growth of this risk capital from an estimated $4.04 billion in 2004 to approximately $6 billion
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in 2005. The biggest fear of the CAT bonds owners in the aftermath of Katrina did not materialize. The

insured losses from Katrina did not exceed the agreed level.

Sources: Andrew Osterland, “The CATs Are out of the Bag,”BusinessWeek, January 26, 1998; Douglas
McLeod, “Cat Bonds to Grow: Increasing Frequency of Losses Will Contribute: S&P,”Business Insurance,
July 12 1999, 2; Mike Hanley, “Cat Bond Market Almost There,” International Risk Management, 8, no. 1
(2001); Sam Friedman, “There’s More than One Way to Skin a Cat,” National Underwriter, Property &
Casualty/Risk & Benefits Management Edition, May 8, 2000; Mark E. Ruquet “CAT Bonds Grew 17
Percent In ‘04” National Underwriter Online News Service, April 1, 2005; Richard Beales and Jennifer
Hughes, “Katrina Misses Cat Bond Holders,” Financial Times, August 31, 2005

at http://news.ft.com/cms/s/59e21066-1a66-11da-b7f5-00000e2511c8.html.

An example of a CAT bond is the issue by Oriental Land Company Ltd., owner and operator of Tokyo
Disneyland. Oriental Land used CAT bonds to finance one facility providing earthquake coverage and the
other to provide standby financing to continue a $4 billion expansion of the theme park. Each facility
raised $100 million via the bond market to cover property risk exposure and subsequent indirect business
interruption loss in case of catastrophic loss from an earthquake. The trigger event was for an earthquake,
regardless of whether the event caused any direct physical damage to the park. ' For more about how

CAT bonds provide protection, see “The CAT Bond Story” in this chapter.

With catastrophe equity puts (Cat-E-Puts), the insurer has the option to sell equity (e.g., preferred
shares) at predetermined prices, contingent upon the catastrophic event. Contingent surplus notes
are options to borrow money in case of a specific event. Collateralized debt obligations (CDOSs) are
securities backed by a pool of diversified assets; these are referred to as collateralized bond obligations
(CBOs) when the underlying assets are bonds and as collateralized loan obligations (CLOs) when the
underlying assets are bank loans. '® Weather derivatives are derivative contracts that pay based on
weather-related events. All are examples of financial market instruments that have been used to transfer

risk and to provide risk-financing vehicles.
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Investors’ advantages in insurance-linked securities are diversification, as these instruments allow
noninsurance investors to participate in insurance-related transactions and above-average rates of return.
Advantages to the issuers of such instruments include greater capacity and access to the capital markets.
Insurance-linked securities provide issuers with more flexibility and less reliance on reinsurers. The
presence of new instruments stabilizes reinsurance pricing and provides higher levels of risk transfer with

cutting-edge understanding for both insurance and capital markets.

We have shown that enterprise risk management (ERM) for a corporation is indeed complex. Full
enterprise-wide risk management entails folding financial risk management into the CRO’s department
responsibilities. A chief risk officer’s role is multifaceted. Today, risk managers develop goals to widen the
understanding of risk management so that employees take into account risk considerations in their day-
to-day operations. Risk awareness has become imperative to the overall health of the organization. Sound
practices must incorporate the advancements on the technology front so that companies can compete in
the global environment. Viewing all integrated segments of risk from across the enterprise in a holistic

manner facilitates a global competitive advantage.

Example: The Case of Financial Risk Management for the Hypothetical
Hometown Bank

John Allen is the CEO of Hometown Bank. ¥ Mr. Allen is addressing company-wide, long-range plans to
incorporate risk management techniques to maximize his bank’s financial performance and shareholder

value.

Important note: This hypothetical case reflects a bank’s activities in the early 2000s. It does not deal with

the 2008—2009 credit crisis and it ramifications on many banks and the financial institutions globally.

History

In the early years of U.S. banking history, banks seemed to have the easiest job in the corporate world. All
a bank manager had to do was receive deposits in the form of checking, savings, and deposit accounts
(bank liabilities), and provide mortgage and other lending services (bank assets). Throughout the
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twentieth century, the banking industry prospered. For most of the post—World War 11 era the upward-
sloping yield curve meant that interest rates on traditional thirty-year residential mortgage loans
exceeded rates on shorter-term savings and time deposits. ' The positive net margin between the two
rates accounted for banks’ prosperity. All of this ended abruptly when the Federal Reserve changed its
monetary policy in October 1979 to one of targeting bank reserves instead of interest rates. Figure 5.3
"Thirty-Year Treasury Rates—Secondary Market" and Figure 5.4 "Three-Month Treasury Bills Rates—

Secondary Market" provide a historical perspective of interest rates.

Figure 5.3 Thirty-Year Treasury Rates—Secondary Market
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Source: http://www.Economagic.com. Economagic includes the original data source: U.S.

Government, Federal Reserve Board of Governors historical monthly interest rate series.
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Figure 5.4 Three-Month Treasury Bills Rates—Secondary Market

17.58

150 T

1250

100 T

75 T

50 &

25
Economic Chart Dispenser http://www.Economagic.com

00 — NSNS R R B B R B R R —————0
M~ O OO —m N N S N OO0 0N YT N O DS 00 QO = ™
S S R - = =< B B =" I B« - N = S - S (= = S« - (- N = S = =
N = - = = = = O B B -\ B = = = = - - B B -\ = B = T

Source: http://www.Economagic.com. Economagic includes the original data source: U.S.

Government, Federal Reserve Board of Governors historical monthly interest rate series.

Figure 5.3 "Thirty-Year Treasury Rates—Secondary Market" andFigure 5.4 "Three-Month Treasury Bills
Rates—Secondary Market"graphically present interest rate risk exposure that banks face. The noticeable
change is the absolute pickup in interest rate volatility from 1979 forward. As Figure 5.4 "Three-Month
Treasury Bills Rates—Secondary Market" shows, three-month T-bill interest rates reached above 16
percent in the early 1980s. Yet many banks’ assets were locked into low-interest, long-term loans, mostly
thirty-year mortgages. The financial crisis that followed the rapid rise in interest rates (on both short- and
long-term liabilities) was catastrophic in proportion; many banks failed by positioning their loan
portfolios incorrectly for the change in interest rates. Locked-in long-term mortgage loan rates provided
insufficient cash inflows to meet the higher cash outflows required on deposits. Those that survived had to
make major changes in their risk management style. Later we will introduce how a specific bank,

Hometown Bank, manages its interest rate exposure using derivatives.

“Modern banks employ credit-scoring techniques to ensure that they are making good lending decisions,
use analytical models to monitor the performance of their loan portfolios, and implement financial
instruments to transfer out those credit risks with which they are not comfortable.” "” Bankers learned a

costly lesson in the 1980s by not being adequately prepared for a changing interest rate environment. Risk
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management must be enterprise-wide and inclusive of all components of risk. Hometown Bank is a

surviving bank, with lofty goals for the future. The current focus for CEO John Allen has three

components:

1. Review the primary elements of Hometown'’s financial risks:
a. Interest rate risk—those risks associated with changes in interest rates
b. Market risk—risk of loss associated with changes in market price or value
c. Credit risk—risk of loss through customer default

2. Review Hometown’s nonfinancial, or operational, risks: those risks associated with the operating

processes or systems in running a bank

3. Monitor the success of risk mitigation techniques the bank employs

The Hypothetical Hometown Bank—Early 2000s

Hometown Bancorp was formed in 1985 as a financial holding company headquartered in Richmond,
Virginia. Its only subsidiary is Hometown Bank, which was chartered in 1950 with the opening of its first
branch in downtown Richmond. Hometown has experienced a steady growth of core assets: deposits,
money market instruments, and marketable security investments. Table 5.6 "Hometown Bancorp

Investment Policy, December 31, 2001" shows Hometown'’s investment policy and lists allowable

securities for their investment securities account.
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Table 5.6 Hometown Bancorp Investment Policy, December 31, 2001

The securities portfolio is managed by the president and treasurer of the bank. Investment
management is handled in accordance with the investment policy, which the board of directors
approves annually. To assist in the management process, each investment security shall be classified
as “held-for-maturity” or “available-for-sale.” The investment policy covers investment strategies,
approved securities dealers, and authorized investments. The following securities have been
approved as investments:

e U.S. Treasury Securities

e Agency Securities

e Municipal Notes and Bonds

e Corporate Notes and Bonds

e GNMA, FNMA, and FHLMC mortgage-backed securities (MBS)

e Collateralized Mortgage Obligations (CMOSs)

e Interest Rate Swaps

e Interest Rate Caps

All securities must be investment grade quality and carry a minimum rating of no less than single-A

by Moody’s or Standard & Poor’s.

Asset growth has occurred both internally and externally with the acquisition of community banks and
branches in Hometown’s market. Market domain expanded to include the capital region (the city of
Richmond and surrounding counties), the Tidewater region, the Shenandoah Valley region, and the
northern Virginia markets. In March 2002, Hometown Bank opened its twenty-fifth branch, in Virginia
Beach, Virginia. With total assets of approximately $785 million (as of December 2001), Hometown ranks
as the eighth largest commercial bank in the state of Virginia. The network of branches offers a wide range
of lending and deposit services to business, government, and consumer clients. The use of these deposits
funds both the loan and investment portfolio of the bank. Principal sources of revenue are interest and
fees on loans and investments and maintenance fees for servicing deposit accounts. Principal expenses

include interest paid on deposits and other borrowings and operating expenses. Corporate goals include
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achieving superior performance and profitability, gaining strategic market share, and providing superior
client service. Hometown has achieved its fifth consecutive year of record earnings. Table 5.7 "Hometown
Bancorp and Subsidiaries Financial Statements (in Thousands)" shows Hometown’s consolidated

financial statements from 1999 to 2001.

Table 5.7 Hometown Bancorp and Subsidiaries Financial Statements (in Thousands)

Consolidated Balance Sheet

Interest-earning assets

Money market investments $62,800 [ $49,600| $39,100
Investment securities 65,500 51,700 40,800
Loans 649,300 | 513,000| 405,000
Allowance for loan losses (11,300) [ (7,600) | (6,000)
Premises, furniture, & equipment 14,900 11,700( 10,000
Other real estate 3,800 3,000 2,500
Total assets $785,000 | $621,400 | $491,400

Interest-bearing liabilities

Deposits $467,500 | $369,300 | $292,000
Other short-term borrowings 123,000| 97,000| 76,700
non-interest borrowings 117,000 92,400| 73,000
Long-term debt 12,900 10,000 8,200
Total liabilities $720,400 | $568,700 | $449,900
Shareholders’ equity 64,600 | $52,700| 41,500

Total liabilities and shareholders equity | $785,000 | $621,400 | $491,400

Consolidated Income Statement

Interest income $55,000 | $44,000( $34,700
Interest expense (27,500) [ (21,200) | (18,300)
Net interest income $27,500 | $22,900( $16,400
Provision for loan losses (4,400)| (3,400)| (2,700)
Net interest income after provision $23,100| $19,500| $13,700
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2001 2000 1999
noninterest income 4,400 2,800 1,900
Operating expenses (16,900) | (14,300) | (10,100)
Income before taxes $10,600| $8,000| $5,500
Taxes (3,600)| (2,700)| (1,100)
Net Income $7,000| $5,300( $4,400

The Challenges of Managing Financial Risk

Corporations all face the challenge of identifying their most important risks. Allen has identified the

following broad risk categories that Hometown Bank faces:

e Interest rate risk associated with asset-liability management

e Market risk associated with trading activities and investment securities portfolio management; that
is, the risk of loss/gain in the value of bank assets due to changes in market prices (VaR was
computed for this Bank in Chapter 2 "Risk Measurement and Metrics").

e Credit risk associated with lending activities, including the risk of customer default on repayment
(VaR was computed for this Bank in Chapter 2 "Risk Measurement and Metrics™)

e Operational risk associated with running Hometown Bank and the operating processes and systems

that support the bank’s day-to-day activities

Here we only elaborate on the management of interest rate risk using swaps.

Interest Rate Risk

Hometown Bank’s primary financial objective is to grow its assets. Net worth, also known as shareholder

value, is defined as:
Shareholders’ Equity = Total Assets — Total Liabilities.

Thus, when assets grow more than liabilities, shareholder value also increases. Hometown Bank'’s assets,
as noted on its consolidated balance sheet in Table 5.7 "Hometown Bancorp and Subsidiaries Financial

Statements (in Thousands)", primarily consist of loans; at year-end 2001, $649 million of Hometown’s
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$785 million total assets were in the form of loans (see Table 5.8 "Loan Portfolio Composition, Hometown
Bancorp (in Thousands)" for loan portfolio composition). Hometown obtains funding for these loans from
its deposit base. Note that for Hometown Bank, as for all banks, deposit accounts are recorded as
liabilities. Hometown Bank has an outstanding obligation to its deposit customers to give the money back.
For Hometown, deposits make up $467.5 million, or 65 percent, of total outstanding liabilities. The
mismatch between deposits and loans is each element’s time frame. Hometown’s main asset category,
retail mortgage loans, has long-term maturities, while its main liabilities are demand deposits and short-

term CDs, which have immediate or short-term maturities.

Table 5.8 Loan Portfolio Composition, Hometown Bancorp (in Thousands)

2001 Amount 2000 Amount 1999 Amount
$) | % $)| % $)| %
Construction and land
development
Residential 32,465 5 30,780 6 28,350 | 7%
Commercial 32,465 5 25,650 5 20,250 5
Other 12,986 | 2 20,520| 4 16,200 4
Mortgage
Residential 331,143| 51 241,110 | 47 182,250 | 45
Commercial 110,381 | 17 82,080 16 81,000 | 20
Commercial and industrial 32,465 5 41,040 8 24300 6
Consumer 97,395 | 15 71,820 | 14 52,650 | 13
Total Loans Receivable 649,300 | 100 513,000 | 100 405,000 | 100

Hometown’s net cash outflows represent payments of interest on deposits. Because of the deposits’ short-
term maturities, these interest payments are subject to frequent changes. Demand depositors’ interest
rates can change frequently, even daily, to reflect current interest rates. Short-term CDs are also subject to
changes in current interest rates because the interest rate paid to customers changes at each maturity date
to reflect the current market. If bank customers are not happy with the new rate offered by the bank, they
may choose not to reinvest their CD. Interest rate risk for Hometown Bank arises from its business of
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lending long-term, with locked-in interest rates, while growing their loan portfolio with short-term
borrowings like CDs, with fluctuating interest rates. This risk has increased dramatically because of the
increase in interest rate volatility. During the period of January 2001 through October 2002, three-month
treasury bills traded in a range from 6.5 percent to 1.54 percent. (Refer to Figure 5.3 "Thirty-Year
Treasury Rates—Secondary Market™). During periods of inverted yield curves (where longer-term
investments have lower interest rates than short-term investments), a bank’s traditional strategy of
providing long-term loans using deposits is a money-losing strategy. Note the normal yield curve and

inverted yield curve inset below inFigure 5.5 "Yield Curves".

Figure 5.5 Yield Curves
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When interest rates are inverted, cash outflows associated with interest payments to depositors will
exceed cash inflows from borrowers such as mortgage holders. For example, a home buyer with a thirty-
year mortgage loan at 6 percent on $100,000 will continue to make principal and interest payments to
Hometown at $597.65 per month. Interest cash flow received by Hometown is calculated at the 6 percent
stated rate on the $100,000 loan. If short-term interest rates move higher, for example to 10 percent,
Hometown will have interest cash outflows at 10 percent with interest cash inflows at only 6 percent. How

will Hometown Bank deal with this type of interest rate risk?

Swaps as a Tool
An interest rate swap is an agreement between two parties to exchange cash flows at specified future

times. Banks use interest rate swaps primarily to convert floating-rate liabilities (remember, customers
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will demand current market interest rates on their deposits—these are the floating rates) into fixed-rate
liabilities. Exchanging variable cash flows for fixed cash flows is called a “plain vanilla” swap. Hometown

can use a swap as a tool to reduce interest rate risk.

Table 5.9 Interest Rate Risks

U.S. Banks European Banks
Assets Liabilities Assets Liabilities
Fixed rate loans Floating rate deposits Floating rate loans Fixed rate deposits

Hometown Bank Average Rates

7.25% 2.5%

Risk: If interest rates go up, interest paid on deposits | Risk: If interest rates go down, interest received on loans
could exceed interest received on loans; a loss could be less than interest paid on deposits; a loss

European banks are the opposite of U.S. banks. European bank customers demand floating rate loans tied
to LIBOR (London Interbank Offer Rate); their loans are primarily variable rate and their deposit base is
fixed-rate time deposits. If two banks, one U.S. and one European, can agree to an exchange of their

liabilities the result is the following:

Table 5.10 Objective of Mitigating Interest Rate Risks

U.S. Bank |European Bank

Assets | Liabilities | Assets | Liabilities

Fixed | Fixed Floating | Floating

The swap creates a match of interest-rate-sensitive cash inflows and outflows: fixed rate assets and
liabilities for the U.S. bank and floating rate assets and liabilities for the European bank as shown in Table
5.10 "Objective of Mitigating Interest Rate Risks". The following steps show how Hometown Bank
employs the financial instrument of a swap with SwissBank for $100 million of their mortgage loans as a

risk management tool.
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In our simplified example, Hometown agrees to swap with SwissBank cash flows equal to an agreed-upon
fixed rate of 3 percent on $100 million, a portion of their total assets. The term is set for ten years. At the
same time, SwissBank agrees to pay Hometown cash flows equal to LIBOR an indexed short-term floating
rate of interest on the same $100 million. Remember, the contract is an agreement to exchange, or swap,
interest payments only. The amount is determined by the desired amount of assets the two parties wish to
hedge against interest rate risk. They agree to do this because, as explained above, it better aligns each
bank’s risk. They agree to swap to minimize interest-rate risk exposure. For Hometown Bank, when
interest rates rise, the dollars they receive on the swap increase. This creates a gain on the swap that
offsets the loss or supplements the smaller margins are available to the bank because of interest rate
moves. Keep in mind that the interest margin may have been profitable at the time of the original

transaction; however, higher interest rates have increased cash outflows of interest paid to depositors.

Table 5.11 Swap Cash Flow

Hometown Bank | Pays 5 percent fixed rate to SwissBank

SwissBank pays LIBOR to Hometown Bank

End of Interest Obligation of Interest Obligation of Net Cash Payment to

Year LIBOR | Fixed-Rate Hometown Bank SwissBank Hometown
$100,000,000 x .03 = $100,000,000 x .025 =

1 2.50% | 3% $3,000,000 $2,500,000 $(500,000)
$100,000,000 x .03 = $100,000,000 x .03 =

2 3.00% |3% $3,000,000 $3,00,000 $0
$100,000,000 x .03 = $100,000,000 x .04 =

3 4.00% |3% $3,000,000 $4,000,000 $1,000,000
$100,000,000 x .03 = $100,000,000 x .045 =

4 4.50% |3% $3,000,000 $4,500,000 $1,500,000
$100,000 x .03 = $100,000,000 x 0.55 =

10 5.50% |3% $3,000,000 $5,500,000 $2,500,000
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In our example in Table 5.11 "Swap Cash Flow", we show what happens if interest rates increase. Over the
sample four years shown, short-term interest rates move up from 2.50 percent to 4.50 percent. If
Hometown Bank was not hedged with the interest rate swap, their interest expenses would increase as
their deposit base would be requiring higher interest cash outflows. With the swap, Hometown Bank can
offset the higher cash outflows on their liabilities (higher interest payments to depositors) with the excess

cash payments received on the swap. The swap mitigates the risk of increasing interest rates.

Why, you might ask, would SwissBank agree to the swap? Remember, SwissBank has floating rate loans
as the majority of their asset base. As interest rates rise, their cash inflows increase. This offsets their
increasing cash flows promised to Hometown Bank. The risk of loss for SwissBank comes into play when
interest rates decline. If interest rates were to decline below the fixed rate of 3 percent, SwissBank would

benefit from the swap.

KEY TAKEAWAY

e In this section you learned about the use capital markets to mitigate risks and the

many financial instruments that are used as derivatives to hedge against risks.

DISCUSSION QUESTIONS

1. What financial instrument might a jeweler use to cap his price for gold, the main raw
material used in jewelry production?

2. If aninsurance company invests in the stock market, what type of instrument would
the insurer use to mitigate the risk of stock price fluctuations?

3. What are the benefits of securitization in the insurance/reinsurance industry?

4. It has been said that the most important thing in the world is to know what is most
important now. What do you think is the most important risk for you now? What do
you think will be the most important risk you will face twenty-five years from now?

5. Explain securitization and provide examples of insurance-linked securities.

6. Explain how swaps work to mitigate the interest rate risk. Give an example.

Saylor URL: http://www.saylor.org/books Saylor.org
227



http://creativecommons.org/licenses/by-nc-sa/3.0/
http://www.saylor.org/books

[1] James T. Gleason, The New Management Imperative in Finance Risk(Princeton, NJ:

Bloomberg Press, 2000), Chapter 4 "Evolving Risk Management: Fundamental Tools".

[2] Michael Himick et al., Securitized Insurance Risk: Strategic Opportunities for Insurers and

Investors (Chicago: Glenlake Publishing Co., Ltd., 1998), 49-59.

[3] David Na, “Risk Securitization 101, 2000, CAS Special Interest Seminar” (Bermuda: Deloitte &

Touche),http://www.casact.org/coneduc/specsem/catastrophe/2000/handouts/na.ppt.

[4] A word of caution: AIG and its CDS without appropriate capitalization and reserves. The
rating of credit rating agencies provided the security rather than true funds. Thus, when used
inappropriately, the use of such instruments can take down giant corporations as is the case of

AIG during the 2008 to 20009 crisis.

[5] Sam Friedman, “There’s More Than One Way to Skin a Cat,” National Underwriter, Property

& Casualty/Risk & Benefits, May 8, 2000.

[6] Definition from Frank J. Fabozzi and Laurie S. Goodman, eds., Investing in Collateralized Debt

Obligations (Wiley, 2001).

[7] A comprehensive report by Guy Carpenter appears in “The Evolving Market for Catastrophic

Event Risk,” August 1998,http://www.guycarp.com/publications/white/evolving/evolv24.html.

[8] Written by Denise Togger, printed with permission of the author. Denise Williams Togger
earned her Bachelor of Science degree in economics in 1991 and her Master of Science in
finance in 2002 from Virginia Commonwealth University. In fulfilling the MS degree
requirements, she completed an independent study in finance focusing on enterprise risk
management tools. Text and case material presented draws from curriculum, research, and her

eighteen years experience in the investment securities industry. Most recently Denise served as

Saylor URL: http://www.saylor.org/books Saylor.org
228



http://creativecommons.org/licenses/by-nc-sa/3.0/
http://www.saylor.org/books
http://www.casact.org/coneduc/specsem/catastrophe/2000/handouts/na.ppt
http://www.guycarp.com/publications/white/evolving/evolv24.html

a member of the risk management committee of BB&T Capital Markets as senior vice president
and fixed-income preferred trader. BB&T Capital Markets is the capital markets division of
BB&T Corporation, the nation’s fourteenth largest financial holding company. It was featured as
part of Case 4 in the original “Risk Management and Insurance” Textbook by Etti Baranoff,

2003, Wiley and Sons.

[9] Anthony Saunders, Chapter 1 "The Nature of Risk: Losses and Opportunities" Financial
Institutions Management: A Modern Perspective, 3rd ed. (New York: McGraw-Hill Higher

Education, 2000), ch. 1.

[10] Sumit Paul-Choudhury, “Real Options,” Risk Management Magazine, September 2001, 38.

Saylor URL: http://www.saylor.org/books Saylor.org
229



http://creativecommons.org/licenses/by-nc-sa/3.0/
http://www.saylor.org/books

Chapter 6
The Insurance Solution and Institutions

In Part | of this book, we discussed the nature of risk and risk management. We defined risk, measured it,
attempted to feel its impact, and learned about risk management tools. We statistically measured risk
using the standard deviation and coefficient of variance, for example. We are going to emphasize the fact
that risk decreases as the number of exposures increases as the most important foundation of insurance.
This is called the law of large numbers. This law is critical to understanding the nature of risk and how it
is managed. Once there are large numbers of accidental exposures, the next questions are (1) How does
insurance work? and (2) What is insurable risk? This chapter responds to these questions and elaborates

on insuring institutions.

The transfer of risk to insurers reduces the level of risk to society as a whole. In the transfer of risk to
insurers, the risk of loss or no loss that we face changes. As we learned in Chapter 3 "Risk Attitudes:
Expected Utility Theory and Demand for Hedging", we pay premiums to get the security of no loss. When
we transfer the risk, insurers take on some risk. To them, however, the risk is much lower; it is the risk of
missing the loss prediction. The insurer’s risk is the standard deviation we calculated in Chapter 2 "Risk
Measurement and Metrics". The larger the number of exposures, the lower the risk of missing the
prediction of future losses. Thus, the transfer of risk to insurers also lowers the risk to society as a whole
through the law of large numbers. Even further, insurance is one of the tools that maintains our wealth
and keeps the value of firms intact. As we elaborated in Chapter 5 "The Evolution of Risk Management:
Enterprise Risk Management”, people and firms work to maximize value. One essential element in
maximizing the value of our assets is preservation and sustainability. If purchased from a credible and
well-rated insurance company, insurance guarantees the preservation of assets and economic value. In
this chapter, we will cover the following:

1. Links

2. ldeal requisites for insurability

3. Types of insurance and insurers
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6.1 Links

The adverse, or negative, effects of most of the risks can be mitigated by transferring them to insurance
companies. The new traveler through the journey of risk mitigation is challenged to ensure that the
separate risks receive the appropriate treatment. In Figure 6.1 "Links between the Holistic Risk Puzzle
Pieces and Insurance Coverages", each puzzle piece represents a fragment of risk, each with its associated
insurance solution or an indication of a noninsurance solution. Despite having all of the risks in one
completed puzzle to emulate a notion of holistic risk, the insurance solutions are not holistic. Insurers sell
separate policies that cover the separate risks. Each policy specifically excludes the coverage that another
policy provides. For example, the auto policy excludes the coverage provided by the homeowners’ policy.
These exclusions are designed to prevent double dipping, or double coverage. Every risk has its unique
policy or a few layers of coverages from various sources. For the risk of dying prematurely, we can
purchase life insurance policies as well as receive coverage from Social Security. For the risk of becoming
ill and not being able to pay for medical care, we have health insurance. For the risk of losing our income
because of injury, we have disability insurance (or workers’ compensation if the injury occurred on the
job). Throughout this text, you will learn about all the policies and how to create an entire portfolio to

complete the puzzle of the insurance solution within the risk management activities.
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Figure 6.1 Links between the Holistic Risk Puzzle Pieces and Insurance Coverages
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6.2 Nature of Insurance

LEARNING OBJECTIVES

In this section you will learn the following:
e The law of large numbers as the essence of insurance

e How insurance is defined

A brief survey of insurance literature reveals differences of opinion among authors concerning how the
term insurance should be defined. Regardless, however, the literature agrees that insurance has to
contain both of the following elements: (1) risk pooling and (2) risk transfer. The risk pooling creates a
large sample of risk exposures and, as the sample gets larger, the possibility of missing future loss
predictions gets lower. This is the law of large numbers, discussed further in the box below, “Law of Large
Numbers.” The combination of risk pooling and risk transfer (from the owner of the risk to a third,
unrelated party) physically reduces the risk, both in number and in the anxiety it causes. As such, we
regard insurance as a social device in which a group of individuals transfer risk to another party in such
a way that the third party combines or pools all the risk exposures together. Pooling the exposures
together permits more accurate statistical prediction of future losses. Individuals who transfer risk to a
third-party are known as insureds. The third party that accepts the risks transferred by insureds is

known as the insurer.

The Law of Large Numbers

Availability of only small data sources (or sometimes none at all) is troublesome because most estimation
techniques rely on numerous observations for accuracy. The benefit of many observations is well stated by
the law of large numbers, an important statistical doctrine for the successful management of risk and the

basic foundation for the existence of insurance in society.
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The law of large numbers holds that, as a sample of observations increases in size, the relative
variation about the mean declines. An example is given in Section 6.5 "Appendix: More Exposures, Less

Risk". The important point is that, with larger samples, we feel more confident in our estimates.

If it were not for the law of large numbers, insurance would not exist. A risk manager (or insurance
executive) uses the law of large numbers to estimate future outcomes for planning purposes. The larger
the sample size, the lower the relative risk, everything else being equal. The pooling of many exposures
gives the insurer a better prediction of future losses. The insurer still has some risk or variability around
the average. Nevertheless, the risk of an insurer with more exposures is relatively lower than that of an
insurer with fewer exposures under the same expected distribution of losses, as presented in Section 6.5

"Appendix: More Exposures, Less Risk".

The importance of the large number of exposures often prompts the question, What can smaller insurers
do to reduce the uncertainty in predicting losses? Smaller insurers use the sharing of data that exists in
the insurance industry. One such data collection and statistical analysis organization is the Insurance
Services Office (1SO). In addition to being a statistical agent, this organization provides the uniform policy
forms for the property/casualty industry (a small sample of these policies are in the appendixes at the end
of the text). The ISO is both a data collection agent and an advisory organization to the industry on

matters of rates and policy forms.

How Insurance Works

Insurance works through the following steps:

e Risk is transferred from an individual or entity (insured) to a third party (insurer).

e The third party (insurer) pools all the risk exposures together to compute potential future losses
with some level of accuracy. The insurer uses various forecasting techniques, depending on the
distribution of losses. One of the forecasting techniques was demonstrated in Chapter 4 "Evolving

Risk Management: Fundamental Tools".
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e The pooling of the risk leads to an overall reduction of risk in society because insurers’ accuracy of
prediction improves as the number of exposures increases.

e Insurers pool similar risk exposures together to compute their own risk of missing the prediction.

e Insurers discriminate via underwriting—the process of evaluating a risk and classifying it with
similar risks (see the box below, Note 6.10 "Fitting into a Lower Risk-Exposure Pooling Group™).
Both the transfer of risk to a third party and the pooling lead to reduced risk in society as a whole

and a sense of reduced anxiety.

Transfer

Insurance is created by an insurer that, as a professional risk-bearer, assumes the financial aspect of risks
transferred to it by insureds. The insurer assumes risk by promising to pay whatever loss may occur as
long as it fits the description given in the policy and is not larger than the amount of insurance sold. The
loss may be zero, or it may be many thousands of dollars. In return for accepting this variability in
outcomes (our definition of risk), the insurer receives a premium. Through the premium, the policyholder
has paid a certain expense in order to transfer the risk of a possible large loss. The insurance contract

stipulates what types of losses will be paid by the insurer.

Most insurance contracts are expressed in terms of money, although some compensate insureds by
providing a service. A life insurance contract obligates the insurer to pay a specified sum of money upon
the death of the person whose life is insured. A liability insurance policy requires the insurer not only to
pay money on behalf of the insured to a third party but also to provide legal and investigative services
needed when the event insured against occurs. The terms of some health insurance policies are fulfilled by
providing medical and hospital services (e.g., a semiprivate room and board, plus other hospital services)
if the insured is ill or injured. Whether the insurer fulfills its obligations with money or with services, the
burden it assumes is financial. The insurer does not guarantee that the event insured against will not
happen. Moreover, it cannot replace sentimental value or bear the psychological cost of a loss. A home
may be worth only $80,000 for insurance purposes, but it may have many times that value to the owner
in terms of sentiment. The death of a loved one can cause almost unbearable mental suffering that is in no

way relieved by receiving a sum of money from the insurer. Neither of these aspects of loss can be
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measured in terms of money; therefore, such risks cannot be transferred to an insurer. Because these
noneconomic risks create uncertainty, it is apparent that insurance cannot completely eliminate

uncertainty. Yet insurance performs a great service by reducing the financial uncertainty created by risk.

Insurance or Not?

In the real world, a clear definition of what is considered an insurance product does not always exist. The
amount of risk that is transferred is usually the key to determining whether a certain accounting
transaction is considered insurance or not. A case in point is the product called finite risk. It was used by
insurers and reinsurers and became the center of a controversy that led to the resignation of Hank
Greenberg, the former chairperson and chief executive officer (CEO) of American International Group
(AIG) in 2006. Finite risk programs are financial methods that can be construed as financing risk
assumptions. They began as arrangements between insurers and reinsurers, but they can also be
arrangements between any business and an insurer. Premiums paid by the corporation to finance
potential losses (losses as opposed to risks) are placed in an experience fund, which is held by the insurer.
Over time, the insured pays for his or her own losses through a systematic payment plan, and the funds
are invested for the client. This arrangement raises the question, Is risk transferred, or is it only an
accounting transaction taking place? The issue is whether finite risk should be called insurance without
the elements of insurance. The rule is that, if there is no transfer of at least 10 percent of the risk,
regulators regard the transaction as a noninsurance transaction that has less favorable accounting

treatment for losses and taxes. ™

Risk Pooling (Loss Sharing)
In general, the bulk of the premium required by the insurer to assume risk is used to compensate those
who incur covered losses. Loss sharing is accomplished through premiums collected by the insurer from

all insureds—from those who may not suffer any loss to those who have large losses. In this regard, the

losses are shared by all the risk exposures who are part of the pool. This is the essence of pooling.

Pooling can be done by any group who wishes to share in each other’s losses. The pooling allows a more

accurate prediction of future losses because there are more risk exposures. Being part of pooling is not
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necessarily an insurance arrangement by itself. As such, it is not part of the transfer of risk to a third
party. In a pooling arrangement, members of the group pay each other a share of the loss. Even those with
no losses at all pay premiums to be part of the pooling arrangement and enjoy the benefits of such an
arrangement. For this purpose, actuaries, charged with determining appropriate rates (prices) for
coverage, estimate the frequency and severity of losses and the loss distribution discussed in Chapter 2
"Risk Measurement and Metrics". These estimates are made for a series of categories of insureds, with
each category intended to group insureds who are similar with regard to their likelihood. An underwriter
then has the job of determining which category is appropriate for each insured (see the discussion

in Chapter 7 "Insurance Operations"). Actuaries combine the information to derive expected losses.
Estimates generally are based on empirical (in this case, observed) data or theoretical relationships,
making them objective estimates. When the actuary must rely on judgment rather than facts, the
estimates are termedsubjective. In most cases, both objective and subjective estimates are used in setting
rates. For example, the actuary may begin with industry—determined rates based on past experience and
adjust them to reflect the actuary’s instincts about the insurer’s own expected experience. A life insurer
may estimate that 250 of the 100,000 risk exposures of forty-year-old insureds it covers will die in the
next year. If each insured carries a $1,000 policy, the insurer will pay out $250,000 in claims (250 x
$1,000). To cover these claims, the insurer requires a premium of $2.50 from each insured
($250,000/100,000), which is the average or expected cost per policyholder. (An additional charge to
cover expenses, profit, and the risk of actual losses exceeding expected losses would be included in the
actual premium. A reduction of the premium would result from the insurer sharing its investment
earnings with insureds.) In Chapter 7 "Insurance Operations"”, we provide the loss development
calculations that are performed by the actuary to determine the rates and calculate how much the insurer
should keep on reserve to pay future expected claims. Chapter 7 "Insurance Operations™ also explains the

relationship between rates and investment income of insurers.

Discrimination: The Essence of Pooling
In order for the law of large numbers to work, the pooled exposures must have approximately the same
probability of loss (that is, it must follow the same probability distribution, as demonstrated in Chapter 2

"Risk Measurement and Metrics"). In other words, the exposures need to be homogeneous (similar).
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Insurers, therefore, need to discriminate, or classify exposures according to expected loss. For this
reason, twenty-year-old insureds with relatively low rates of mortality are charged lower rates for life
insurance than are sixty-year-old insureds, holding factors other than age constant. The rates reflect each
insured’s expected loss, which is described in the box “Fitting into a Lower Risk-Exposure Pooling

Group.”

If the two groups of dissimilar risk exposures were charged the same rate, problems would arise. As
previously stated, rates reflect average loss costs. Thus, a company charging the same rate to both twenty-
year-old insureds and sixty-year-old insureds would charge the average of their expected losses. The
pooling will be across ages, not byages. Having a choice between a policy from this company and one
from a company that charged different rates based on age, the sixty-year-old insureds would choose this
lower-cost, single-rate company, while the young insureds would not. As a result, sixty-year-old
policyholders would be overrepresented in the group of insureds, making the average rate insufficient.

The sixty-year-old insureds know they represent higher risk, but they want to enjoy lower rates.

Fitting into a Lower Risk-Exposure Pooling Group

Your insurance company relies on the information you provide. Your obligation to the insurance company
is not only to provide correct information, but also to provide complete information in order to be placed
with your appropriate risk pooling group. The similar exposure in the pooling group is essential for the

risk to be insurable, as you saw in this chapter.

Because automobile insurance is an issue of great concern to most students, it is important to know how
to handle the process of being placed in the appropriate risk pool group by an insurer. What do you need
to tell the insurance agent when you purchase automobile insurance? The agent, usually the first person

you talk to, will have routine questions: the make and model of the automobile, the year of manufacture,
the location (where the car is parked overnight or garaged), and its usage (e.g., commuting to work). The

agent will also ask if you have had any accidents or traffic violations in the past three to five years.

Saylor URL: http://www.saylor.org/books Saylor.org
238



http://creativecommons.org/licenses/by-nc-sa/3.0/
http://www.saylor.org/books

You might be tempted to tell the agent that you keep the automobile at your parents’ home, if rates there
are cheaper. You may also be tempted to tell the agent that you have not had any traffic violations, when
actually you have had three in the past year. Certainly, your insurance premium will be lower if the agent
thinks you have a clean record, but that premium savings will mean very little to you when the insurer
notifies you of denial of coverage because of dishonesty. This occurs because you gave information that

placed you in the wrong risk pool and you paid the wrong premiums for your characteristics.

Safe driving is the key to maintaining reasonable auto insurance premiums because you will be placed in
the less risky pool of drivers. The possibility of being placed in a high-risk pool and paying more

premiums can be reduced in other ways, too:

e Avoiding traffic violations and accidents helps reduce the probability of loss to a level that
promotes the economic feasibility of premiums.

e Steering clear of sports cars and lavish cars, which place you in a group of similar (homogeneous)
insureds. Furthermore, a car that is easily damaged or expensive to repair will increase your
physical damage premiums.

e Costs can be reduced further if you use your car for pleasure only instead of driving to and from
work. Riding the bus or in a friend’s car will lower the probability of an accident, making you a
more desirable policyholder. Living outside the city limits has a similar effect.

e Passing driving courses, maintaining a grade point average of at least B, and not drinking earn

discounts on premiums.

This phenomenon of selecting an insurer that charges lower rates for a specific risk exposure is known as
adverse selection because the insureds know they represent higher risk, but they want to enjoy lower
rates. Adverse selection occurs when insurance is purchased more often by people and/or organizations
with higher-than-average expected losses than by people and/or organizations with average or lower-
than-average expected losses. That is, insurance is of greater use to insureds whose losses are expected to
be high (insureds “select” in a way that is “adverse” to the insurer). On this basis alone, no problem exists

because insurers could simply charge higher premiums to insureds with higher expected losses. Often,
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however, the insurer simply does not have enough information to be able to distinguish completely among
insureds, except in cases of life insurance for younger versus older insureds. Furthermore, the insurer
wants to aggregate in order to use the law of large numbers. Thus, some tension exists between limiting

adverse selection and employing the law of large numbers.

Adverse selection, then, can result in greater losses than expected. Insurers try to prevent this problem by
learning enough about applicants for insurance to identify such people so they can either be rejected or
put in the appropriate rating class of similar insureds with similar loss probability. Many insurers, for

example, require medical examinations for applicants for life insurance.

Some insurance policy provisions are designed to reduce adverse selection. The suicide clause in life
insurance contracts, for example, excludes coverage if a policyholder takes his or her own life within a
specified period, generally one or two years. The preexisting conditions provision in health insurance
policies is designed to avoid paying benefits to people who buy insurance because they are aware, or
should be aware, of an ailment that will require medical attention or that will disable them in the near

future.

KEY TAKEAWAYS

In this section you studied the following:
e The essence of insurance, which is risk transfer and risk pooling
e The necessity of discrimination in order to create pools of insureds

e The fact that insurance provides risk reduction

DISCUSSION QUESTIONS

1. What is the definition of insurance?

2. What is the law of large numbers? Why do insurers rely on the law of large
numbers?

3. Why is it necessary to discriminate in order to pool?

4. Why are finite risk programs not considered insurance?
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[1] The interested student should also explore it further. In the case of AlG, the finite risk
arrangements were regarded as noninsurance transactions. In early 2006, AlG agreed to pay
$1.64 billion to settle investigations by the Securities and Exchange Commission and New York
State Attorney General Eliot Spitzer, who brought charges against AlG. This recent real-life
example exemplifies how the careful treatment of the definition of insurance is so important to
the business and its presentation of its financial condition. For more information on finite risk
programs, see “Finite Risk Reinsurance,” Insurance Information Institute (lll), May 2005,

athttp://www.iii.org/media/hottopics/insurance/finite/; lan McDonald, Theo Francis, and

Deborah Solomon, “Rewriting the Books—AIG Admits ‘Improper’ Accounting Broad Range of
Problems Could Cut $1.77 Billion Of Insurer’s Net Worth A Widening Criminal Probe,” Wall
Street Journal, March 31, 2005, Al; Kara Scannell and lan McDonald, “AlG Close to Deal to
Settle Charges, Pay $1.5 Billion,” Wall Street Journal, February 6, 2006, C1; Steve Tuckey, “AlG
Settlement Leaves Out Life Issues,” National Underwriter Online News Service, February 10,

2006. These articles are representative regarding these topics.

[2] Recent health care reforms (HIPAA 1996) have limited the ability of insurers to reduce

adverse selection through the use of preexisting-condition limitations.

Saylor URL: http://www.saylor.org/books Saylor.org
241



http://creativecommons.org/licenses/by-nc-sa/3.0/
http://www.saylor.org/books
http://www.iii.org/media/hottopics/insurance/finite/

6.3 Ideal Requisites for Insurability

LEARNING OBJECTIVES

In this section you will learn the following:
e Why so many risks cannot be insured by private insurance companies
e The definition of insurable risks by private insurers

e Why catastrophes such as floods are not insurable risks by private insurers

Soon after the devastation of Hurricane Katrina became known, the Mississippi attorney general filed a
lawsuit against insurers claiming that the flood should be covered by homeowner’s insurance policies. The
controversy over coverage was explored in the September 8, 2005, New York Times article, “Liability

Issue: Wind or Water?” Is this question so open-ended?

Are all pure risks insurable by private (nongovernmental) insurers? No. The private insurance device is
not suitable for all risks. Many risks are uninsurable. This section is devoted to a discussion of the
requirements that must generally be met if a risk is to be insurable in the private market. As a practical
matter, many risks that are insured privately meet these requirements only partially or, with reference to
a particular requirement, not at all. Thus, in a sense, the requirements listed describe those that would be
met by the ideal risk. Nevertheless, the bulk of the risks insured fulfill—at least approximately—most of
the requirements. No private insurer can safely disregard them completely. ' A risk that was perfectly

suited for insurance would meet the following requirements:

1. The number of similar exposure units is large.

2. The losses that occur are accidental.

3. A catastrophe cannot occur.

4. Losses are definite.

5. The probability distribution of losses can be determined.

6. The cost of coverage is economically feasible.
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The sixth requirement in the list above influences the consumer demand for insurance and looks at what
is economically feasible from the perspective of potential insureds. The other requirements influence the

willingness of insurers to supply insurance.

Many Similar Exposure Units

As noted, an insurance organization prefers to have a large number of similar units when insuring a
possible loss exposure. The concepts of mass and similarity are thus considered before an insurer accepts
a loss exposure. Some insurance is sold on exposures that do not possess the requirements of mass and
similarity, but such coverage is the exception, not the rule. An example is insurance on the fingers of a
concert pianist or on prize-winning racehorses. When there are no masses of exposures, the coverage is
usually provided by specialty insurers. Lloyd’s of London, for example, is known for insuring nonmass
exposures such as Bruce Springsteen’s voice. The types of insurers will be discussed in Chapter 7

"Insurance Operations".

Mass

A major requirement for insurability is mass; that is, there must be large numbers of exposure units
involved. For automobile insurance, there must be a large number of automobiles to insure. For life
insurance, there must be a large number of persons. An automobile insurance company cannot insure a
dozen automobiles, and a life insurance company cannot insure the lives of a dozen persons. How large is
a “large group”? For insurance purposes, the number of exposure units needed in a group depends on the
extent to which the insurer is willing to bear the risk of deviation from its expectations. Suppose the
probability of damage to houses is 1/1,000. An insurer might assume this risk for 1,000 houses, with the
expectation that one claim would be made during the year. If no houses were damaged, there would be a
100 percent deviation from expectations, but such a deviation would create no burden for the insurer. On
the other hand, if two houses were damaged, the claims to be paid would be twice the expected number.
This could be a severe burden for the insurer, assuming average or higher loss severities. By increasing the
number of similar houses insured to 10,000, the expected number of losses increases to ten, but the
stability of experience is increased. That is, there is a proportionately smaller deviation from expected

losses than would exist with a group of 1,000 houses. Similarly, if the group is increased to 100,000
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houses, the variation between actual and expected losses would be likely to increase in absolute terms, but
it would decline proportionately. One additional loss from 100,000 houses is proportionally less than one

additional loss from 10,000 houses and even less than one additional loss from 1,000 houses.

Similarity

The loss exposures to be insured and those observed for calculating the probability distributions must
have similarities. The exposures assumed by insurers are not identical, no matter how carefully they may
be selected. No two houses are identical, even though physically they may appear to be. They cannot have
an identical location and, perhaps more important, they are occupied by different families. Nevertheless,
the units in a group must be reasonably similar in characteristics if predictions concerning them are to be

accurate. For example, homes with brick sidings are similar for insurance purposes.

Moreover, probability distributions calculated on the basis of observed experience must also involve units
similar to one another. Observing the occupational injuries and illnesses of a group of people whose ages,
health conditions, and occupations were all different would not provide a basis for calculating workers’
compensation insurance rates. For example, clerical work typically involves much lower probabilities of
work-related loss than do occupations such as logging timber or climbing utility poles. Estimates based on
experience require that the exposure units observed be similar to one another. Moreover, such estimates

are useful only in predicting losses for comparable exposures.

Accidental Losses

The risks assumed by an insurer must involve only the possibility, not the certainty, of loss to the insured.
Insurable losses must be accidental or fortuitous; that is, they must be a matter of chance. Ideally, the
insured should have no control or influence over the event to be insured. In fact, this situation prevails
only with respect to limited situations. As mentioned in Chapter 1 "The Nature of Risk: Losses and
Opportunities"”, intangible and physical hazards influence the probability of loss. Prediction of potential
losses is based on a probability distribution that has been estimated by observing past experience.

Presumably, the events observed were, for the most part, fortuitous occurrences. The use of such
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estimates for predicting future losses is based on the assumption that future losses will also be a matter of

chance. If this is not the case, predictions cannot be accurate.

Small Possibility of Catastrophe

The possibility of catastrophic loss may make a loss exposure uninsurable. A catastrophic loss to an
insurer is one that could imperil the insurer’s solvency. When an insurer assumes a group of risks, it
expects the group as a whole to experience some losses—but only a small percentage of the group
members to suffer loss at any one time. Given this assumption, a relatively small contribution by each
member of the group will be sufficient to pay for all losses. It is possible for a large percentage of all
insureds to suffer a loss simultaneously; however, the relatively small contributions would not provide
sufficient funds. Similarly, a single very large loss would also require large contributions. Thus, a requisite
for insurability is that there must be no excessive possibility of catastrophe for the group as a whole.
Insurers must be reasonably sure that their losses will not exceed certain limits. Insurers build up
surpluses (net worth) and contingency reserves (funds for future claims) to take care of deviations of
experience from the average, but such deviations must have practical limits. If losses cannot be predicted
with reasonable accuracy and confidence, it is impossible to determine insurance premium rates, the size

of surpluses, or the net worth required.

Catastrophic losses may occur in two circumstances. In the first, all or many units of the group are
exposed to the same loss-causing event, such as war, flood, tornado, mudslide, forest fire, hurricane,
earthquake, tsunami, terrorist attack, or unemployment. For example, if one insurer had assumed the risk
of damage by wind (hurricane) for all houses in the Miami, Florida, area, it would have suffered a
catastrophic loss in 1992 when many structures were damaged simultaneously by Hurricane Andrew (and
in fact several insurers were unable to withstand the losses). The 2005 hurricanes, which caused the
largest-ever insured losses, are an example of a megacatastrophe that affected many units. These are
examples of exposure units that suffer from the same cause of loss because of geographic proximity.
Exposure units are susceptible to dependent loss when loss to one exposure unit affects the probability
of loss to another. Thus, fire at one location increases the probability of fire at other homes in the area:

their experience is dependent. In the early days of insurance in the United States, many fire insurance
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companies concentrated their business in small areas near their headquarters. This worked in New York
City, for example, until a major fire devastated large sections of the city in 1835. Because of their
concentrated exposures, several insurers suffered losses to a large percentage of their business. The

insurers were unable to pay all claims, and several went bankrupt.

A recent example of catastrophe exposure is the case of the risk of mold. Mold created a major availability
and affordability issue in the homeowner’s and commercial property insurance markets in the early
2000s. The Wall Street Journal article, “Hit With Big Losses, Insurers Put Squeeze on Homeowner

Policies,” reported massive exclusions of mold coverage because of the “avalanche of claims.”

A second type of catastrophe exposure arises when a single large value may be exposed to loss. September
11, 2001, represents such catastrophic loss. Tremendous value was concentrated in the towers of the
World Trade Center. The possibility of a human-made catastrophe of such magnitude was not anticipated.
Private insurers stopped short of calling the terrorist attacks “acts of war”—which would have been
excluded from coverage—and honored the policies covering the World Trade Center and the lives of the
victims. However, one consequence was the industry’s action to immediately exclude terrorism coverage
from new policies until the Terrorism Risk Insurance Act (TRIA) of 2002 provided stop-gap coverage
from the federal government. When insurers and reinsurers (the insurers of the insurance companies) see
the peril as having a far higher probability than previously perceived, they know that they can no longer
accurately predict future losses, and their immediate reaction is to exclude the peril. Because of regulation
and oversight (see Chapter 8 "Insurance Markets and Regulation"), however, the industry cannot make
policy changes instantaneously. “’When private insurers can no longer provide coverage, a solution may
be to create pools such as those described in the box below, “Who Should Insure Against
Megacatastrophes?” More on this topic and on reinsurance will be explained in Chapter 7 "Insurance

Operations™.

Definite Losses

Losses must be definite in time, place, and amount because, in many cases, insurers promise to pay in

dollar amounts for losses if they occur during a particular time and in a particular geographical area. For
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example, the contract may cover loss by fire at a specified location. For this contract to be effective, it
must be possible to determine when, where, and how much loss occurred. If this cannot be established, it
is impossible to determine whether the loss is covered under the terms of the contract. The fact that pain
and suffering is hard to measure in dollar terms increases the insurer’s risk when calculating rates for
liability insurance. One other reason the requirement of definiteness is essential is that it is necessary to
accumulate data for future predictions. Unless such data can be accurate, they cannot provide the basis

for useful predictions.

Determinable Probability Distribution

For an exposure to loss to be insurable, the expected loss must be calculable. Ideally, this means that there
is a determinable probability distribution for losses within a reasonable degree of accuracy. Insurance
premium rates are based on predictions of the future, which are expressed quantitatively as expected
losses. Calculation of expected losses requires the use of estimated probability distributions (discussed in

detail in Chapter 2 "Risk Measurement and Metrics").

Probability distributions based on experience are useful for prediction; however, only when it is safe to
assume that factors shaping events in the future will be similar to those of the past. For this reason,
mortality (death) rates during times of peace are inappropriate for estimating the number of insured
deaths during times of war. Similarly, the introduction of new technologies such as foam blanketing
makes past experience of fire damage a poor indicator of future experience. Yet, because the technology is
new and no theory exists as to what the losses ought to be, actuaries have little information on which to
base lower rates. The actuary must use subjective estimates as well as engineering information to develop

proper rates.

When the probability distribution of losses for the exposure to be insured against cannot be calculated
with reasonable accuracy, the risk is uninsurable. An example of purported uninsurability due to inability
to predict losses is the nuclear power industry. Insurance experts convinced government officials in 1957
that the risk of loss caused by an incident at a nuclear power site was too uncertain (because of lack of

experience and unknown maximum severity) for commercial insurers to accept without some government
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intervention. As a result, the government limited the liability of owners of nuclear power plants for losses

that could arise from such incidents.

Who Should Insure against Megacatastrophes?

The incredible losses from hurricanes Wilma, Rita, and Katrina, including the breached levees in low-
lying New Orleans and the subsequent bungled inaction by local, state, and federal authorities, opened a
major public debate in the United States. On one level (which is not the focus of this text), the dialogue
focused on who should have been first responder and what processes can be put in place to ensure that
history does not repeat itself. The second topic of the debate (which we will focus on) was who should pay
for such disasters in the future. The economic loss of Katrina and its aftermath was estimated to surpass
$100 to $150 hillion, large portions of which were not insured. As you will learn in Chapter 1 "The Nature
of Risk: Losses and Opportunities”, flood is insured only by the federal government through the National
Federal Insurance Program, and the coverage limits are low, at $250,000. Many flooded homes and
businesses in Louisiana and Mississippi did not carry this insurance. Even if they carried the coverage, the
limits prevented recovery of their true property values. Residents had to resort to other assistance

programs, some from the Federal Emergency Management Agency (FEMA).

The unprecedented economic loss is at the heart of the debate. Who should insure against such
megacatastrophes in the future? The Insurance Information Institute (111) provided a summary of the
proposals that were put forward during the public dialogue about how large-scale natural catastrophes

should be managed in the post-9/11 era. The following are two main viewpoints:

1. Because the private industry cannot insure mega losses that are fundamentally uninsurable, the
federal government should be the ultimate insurer. The federal government is already the
national flood insurer and has been providing the terrorism stopgap coverage under the
Terrorism Risk Insurance Act (TRIA). It makes sense that uninsurable risks be mitigated by the
government. The insurance commissioners of Florida, California, and New York proposed a
national catastrophe fund. Others suggested amendment to the federal tax code for insurers’

reserves. The idea is that coverage would still be provided by insurers, but states would create
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pools, and above them, a third layer would be provided for national megacatastrophes by the
federal government. Involvement by the federal government in case of large-scale losses has
elements of the Terrorism Risk Insurance Act that was extended until the end of 2014.

2. Because we are living in a free market economy, the private sector is best suited to handle any
disaster, large or small. The idea is to have less government, with relaxed regulation and taxation.
The creativity of the private sector should prevail. The government should not compete with
private insurance and reinsurance markets. In this scenario, insurers have more capacity and thus
more actuarially sound predictions to set appropriate rates. To prove the point, the industry was
able to sustain both 9/11 and Katrina (except that the industry has not been responsible for the
flood damages). If the private industry takes over all potential mega losses, there does need to be
great improvement, however, in catastrophe modeling. The industry will have to diversify and
utilize the capital markets (seeChapter 3 "Risk Attitudes: Expected Utility Theory and Demand for
Hedging" about CAT bonds). It is predicted that the industry will ensure high-quality loss control
in areas with potential disasters through building codes, strengthening of levees, and utilization of

all possible disaster management techniques.

Questions for Discussion

1. Because large-scale human-made and natural disasters are not controllable by insurers, should
the government pay for damages?
2. Because insurance is the business of insurers, should they handle their problems without being

subsidized by taxpayers? What would be the outcome in terms of safety and loss controls?

Sources: This box relied on information from articles from theNational Underwriter, Business Insurance,

and the Insurance Information Institute (I11) at http://www.iii.org.

Economic Feasibility

For insurance to be economically feasible for an insured, the size of the possible loss must be

significant to the insured, and the cost of insurance must be small compared to the potential loss.
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Otherwise, the purchase of insurance is not practical. If the possible loss is not significant to those
exposed, insurance is inappropriate. Cost-benefit analysis is needed for the insurers to determine if the
rates can be feasible to insureds. Also, the analysis in Chapter 3 "Risk Attitudes: Expected Utility Theory
and Demand for Hedging" regarding the actuarially fair premiums a risk-averse individual would be
willing to pay is important here. For catastrophic coverage, the insurer may determine through capital
budgeting methods and cash flow analysis that it cannot provide low enough costs to make the coverage

feasible for insureds.

Retention (bearing the financial loss by oneself) of many risks is almost automatic because the loss would
not be a burden. If all the people who own automobiles were wealthy, it is doubtful that much automobile
collision insurance would be written because such losses would not be significant to the wealthy owners.
Insurance is feasible only when the possible loss is large enough to be of concern to the person who may

bear the burden.

The possible loss must also be relatively large compared to the size of the premium. If the losses the
insurer pays plus the cost of insurer operations are such that the premium must be very large in relation
to the potential loss, insurance is not economically feasible. From the viewpoint of the insured, when the
expected loss premium is high relative to the maximum possible loss, internal budgeting for the risk is
preferable to insurance. The use of deductibles (a form of retention) to eliminate insurance
reimbursement for frequent small losses helps make automobile collision premiums economically
feasible. The deductible eliminates claims for small losses. Small automobile collision losses have such
high probability and the cost of settling them is so great that the premium for covering them would be
very large compared to the size of actual losses. For example, if a policy with a $200 deductible costs $85
more than one with a $500 deductible, you may consider $85 too large a premium for $300 of lower
deductible. Insurance is best suited for risks involving large potential losses with low probabilities
(described in Chapter 3 "Risk Attitudes: Expected Utility Theory and Demand for Hedging"). Large losses
are key because insureds cannot pay them, and low probabilities for large losses make premiums
relatively small compared with the possible losses. In other situations, insurance may not be economically

feasible for the person or business facing risk.

Saylor URL: http://www.saylor.org/books Saylor.org
250



http://creativecommons.org/licenses/by-nc-sa/3.0/
http://www.saylor.org/books

Summary of Insurable Risks

Table 6.1 "Examples of Insurable and Uninsurable Risks" provides an analysis of the insurability
characteristics of a few common perils and risks. The first column lists the requirements for insurability
that we have just discussed. Note that the risk of flooding is not considered insurable because of its
potential for catastrophe: many exposures can suffer losses in the same location. Thus, flooding is covered
by the federal government, not by private insurers. Hurricanes, though similar to floods, are covered by
private insurers, who obtain reinsurance to limit their exposure. After a catastrophe like Hurricane

Andrew, however, many reinsurers became financially strapped or insolvent.

Table 6.1 Examples of Insurable and Uninsurable Risks

Flood Fire [Disability | Terrorism
Large number of similar exposure units | Yes Yes Yes No
No (man-made, though not by the
Accidental, uncontrollable Yes Yes Yes insured)
Potentially catastrophic Yes No No Yes
Definite losses Yes Yes No Yes

Determinable probability distribution

of losses Yes Yes Yes No
Economically feasible Depends | Depends Depends No
Insurable? No Yes Yes No

The second example in Table 6.1 "Examples of Insurable and Uninsurable Risks" is the peril/risk of fire.
Fire is an insurable risk because it meets all the required elements. Even this peril can be catastrophic,
however, if fires cannot be controlled and a large geographical area is damaged, such as the large fires in
Colorado and Arizona in 2002. Disability is another type of peril that is considered insurable in most
cases. The last example is the risk of terrorism. As noted above, it is no longer considered an insurable risk

due to the catastrophic element associated with this peril since the September 11, 2001, attack.
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Insurance companies use cost-benefit analysis to determine whether they should bring a new product to

the market. In Chapter 4 "Evolving Risk Management: Fundamental Tools", you learned about the time

value of money and computation for such decisions.

KEY TAKEAWAYS

In this section you studied that a risk perfectly suited for insurance meets the following

requirements:

The number of similar exposure units is large.

The losses that occur are accidental.

A catastrophe cannot occur.

Losses are definite.

The probability distribution of losses can be determined.

The cost of coverage is economically feasible.

DISCUSSION QUESTION

Explain whether the following risks and perils are insurable by private insurers:

a.

b.

A hailstorm that destroys your roof
The life of an eighty-year-old man
A flood

Mold

Biological warfare

Dirty bombs

[1] Governmental insurance programs make greater deviations from the ideal requisites for

insurability. They are able to accept greater risks because they often make their insurance

compulsory and have it subsidized from tax revenues, while private insurers operate only when

a profit potential exists. The nature of government insurance programs will be outlined later in

this chapter.

Saylor URL: http://www.saylor.org/books Saylor.org

252


http://creativecommons.org/licenses/by-nc-sa/3.0/
http://www.saylor.org/books

[2] Jeff D. Opdyke and Christopher Oster, “Hit With Big Losses, Insurers Put Squeeze on

Homeowner Policies,” Wall Street Journal, May 14, 2002.

[3] Insurance is regulated by the states, a topic that will be covered in more detail in Chapter 7

"Insurance Operations".
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6.4 Types of Insurance and Insurers

LEARNING OBJECTIVES

In this section you will learn the following:
e The types of insurance
e The types of insurance company corporate structures

e Governmental insurance organizations

Many types of insurance policies are available to families and organizations that do not wish to retain

their own risks. The following questions may be raised about an insurance policy:

1. Isit personal, group, or commercial?
2. lsitlife/health or property/casualty?
3. lIsitissued by a private insurer or a government agency?

4. lIsit purchased voluntarily or involuntarily?

Personal, Group, or Commercial Insurance

Personal insurance is insurance that is purchased by individuals and families for their risk needs. Such
insurance includes life, health, disability, auto, homeowner, and long-term care. Group insurance is
insurance provided by the employer for the benefit of employees. Group insurance coverage includes life,
disability, health, and pension plans. Commercial insurance is property/casualty insurance for

businesses and other organizations.

An insurance company is likely to have separate divisions within its underwriting department for personal
lines, group lines, and commercial business. The criterion to assign insureds into their appropriate risk
pool for rating purposes is different for each type of insurance. Staff in the personal lines division are
trained to look for risk factors (e.g., driving records and types of home construction) that influence the

frequency and severity of claims among individuals and families. Group underwriting looks at the
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characteristics and demographics, including prior experience, of the employee group. The commercial
division has underwriting experts on risks faced by organizations. Personnel in other functional areas

such as claims adjustment may also specialize in personal, group, or commercial lines.

Life/Health or Property/Casualty Insurance

Life/health insurance covers exposures to the perils of death, medical expenses, disability, and old

age. Private life insurance companies provide insurance for these perils, and individuals voluntarily
decide whether or not to buy their products. Health insurance is provided primarily by life/health insurers
but is also sold by some property/casualty insurers. All of these are available on an individual and a group
basis. The Social Security program provides substantial amounts of life/health insurance on an

involuntary basis.

Property/casualty insurance covers property exposures such as direct and indirect losses of property
caused by perils like fire, windstorm, and theft. It also includes insurance to cover the possibility of being
held legally liable to pay damages to another person. Before the passage of multiple-line underwriting
laws in the late 1940s and early 1950s, property/casualty insurance had to be written by different
insurers. Now they frequently are written in the same contract (e.g., homeowner’s and commercial

package policies, which will be discussed in later chapters).

A private insurer can be classified as either a life/health or a property/casualty insurer. Health insurance
may be sold by either. Some insurers specialize in a particular type of insurance, such as property
insurance. Others are affiliated insurers, in which several insurers (and sometimes noninsurance
businesses) are controlled by a holding company; all or almost all types of insurance are offered by some

company in the group.

Private or Government Insurance

Insurance is provided both by privately owned organizations and by state and federal agencies. Measured
by premium income, the bulk of property/casualty insurance is provided by private insurers. Largely
because of the magnitude of the Social Security program, however, government provides about one-third

Saylor URL: http://www.saylor.org/books Saylor.org
255



http://creativecommons.org/licenses/by-nc-sa/3.0/
http://www.saylor.org/books

more personal insurance than the private sector. Our society has elected to provide certain levels of death,
health, retirement, and unemployment insurance on an involuntary basis through governmental (federal
and state) agencies. If we desire to supplement the benefit levels of social insurance or to buy

property/casualty insurance, some of which is required, private insurers provide the protection.

Voluntary or Involuntary Insurance

Most private insurance is purchased voluntarily, although some types, such as automobile insurance or
insurance on mortgages and car loans, are required by law or contracts. In many states, the purchase of
automobile liability insurance is mandatory, and if the car is financed, the lender requires property

damage coverage.

Government insurance is involuntary under certain conditions for certain people. Most people are
required by law to participate in the Social Security program, which provides life, health, disability, and
retirement coverage. Unemployment and workers’ compensation insurance are also forms of involuntary
social insurance provided by the government. Some government insurance, such as flood insurance, is

available to those who want it, but no one is required to buy it.

Insurers’ Corporate Structure

Stock Insurers

Stock insurers are organized in the same way as other privately owned corporations created for the
purpose of making a profit and maximizing the value of the organization for the benefit of the owners.
Individuals provide the operating capital for the company. Stock companies can be publicly traded in the

stock markets or privately held. Stockholders receive dividends when the company is profitable.

Mutual Insurers
Mutual insurers are owned and controlled, in theory if not in practice, by their policyowners. They have
no stockholders and issue no capital stock. People become owners by purchasing an insurance policy from

the mutual insurer. Profits are shared with owners as policyowners’ dividends. Company officers are
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appointed by a board of directors that is, at least theoretically, elected by policyowners. The stated

purpose of the organization is to provide low-cost insurance rather than to make a profit for stockholders.

Research shows that mutual and stock insurers are highly competitive in the sense that neither seems to
outperform the other. There are high-quality, low-cost insurers of both types. A wise consumer should

analyze both before buying insurance.

Many mutual insurers in both the life/health and property/casualty fields are large and operate over large
areas of the country. These large mutuals do a general business in the life/health and property/casualty
insurance fields, rather than confining their efforts to a small geographic area or a particular type of
insured. The largest property/casualty mutual insurer in the United States is State Farm, which was
established in 1922 by George J. Mecherle, an Illinois farmer who turned to insurance sales. State Farm
grew to be the leading auto and homeowner’s insurer in the United States, with twenty-five regional
offices, more than 79,000 employees, and nearly 70 million policies in force. Because of its mutual status,

State Farm is overcapitalized (holding relatively more surplus than its peer group or stock companies).

Demutualization

When top managers of a mutual company decide they need to raise capital, they may go through a process
called demutualization. In the last decade, there was an increase in the number of companies that decided
to demutualize and become stock companies. Policyholders, who were owners of the mutual company,
received shares in the stock company. Part of the motive was to provide top management with an
additional avenue of income in the form of stock options in the company. The demutualization wave in
the life insurance industry reached its peak in December 2001, when the large mutual insurer, Prudential,
converted to a stock company. The decade between the mid-1990s and mid-2000s saw the
demutualization of twenty-two life insurance companies: Unum, Equitable Life, Guarantee Mutual, State
Mutual (First American Financial Life), Farm Family, Mutual of New York, Standard Insurance, Manulife,
Mutual Life of Canada (Clarica), Canada Life, Industrial Alliance, John Hancock, Metropolitan Life, Sun

Life of Canada, Central Life Assurance (AmerUs), Indianapolis Life, Phoenix Home Life, Principal Mutual,
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Anthem Life, Provident Mutual, Prudential, and General American Mutual Holding Company (which was

sold to MetLife through its liquidation by the Missouri Department of Insurance). "

Lloyd’s of London: A Global Insurance Exchange

Lloyd’s of London is the oldest insurance organization in existence; it started in a coffeehouse in
London in 1688. Lloyds conducts a worldwide business primarily from England, though it is also licensed
in lllinois and Kentucky. It maintains a trust fund in the United States for the protection of insureds in
this country. In states where Lloyd’s is not licensed, it is considered a nonadmitted insurer. States
primarily allow such nonadmitted insurers to sell only coverage that is unavailable from their licensed
(admitted) insurers. This generally unavailable coverage is known as excess and surplus lines insurance,

and it is Lloyd’s primary U.S. business.

Lloyd’s does not assume risks in the manner of other insurers. Instead, individual members of Lloyd’s,
called Names, accept insurance risks by providing capital to an underwriting syndicate. Each syndicate is
made up of many Names and accepts risks through one or more brokers. Surplus lines agents—those who
sell for excess and surplus lines insurers—direct business to brokers at one or more syndicates.
Syndicates, rather than Names, make the underwriting decisions of which risks to accept. Various
activities of Lloyd’s are supervised by two governing committees—one for market management and
another for regulation of financial matters. The syndicates are known to accept exotic risks and reinsure

much of the asbestos and catastrophic risk in the United States. They also insure aviation.

The arrangement of Lloyd’s of London is similar to that of an organized stock exchange in which physical
facilities are owned by the exchange, but business is transacted by the members. The personal liability of
individual Names has been unlimited; they have been legally liable for their underwriting losses under
Lloyd’s policies to the full extent of their personal and business assets. This point is sometimes
emphasized by telling new male members that they are liable “down to their cufflinks” and for female
members “down to their earrings.” In addition to Names being required to make deposits of capital with
the governing committee for financial matters, each Name is required to put premiums into a trust fund

that makes them exclusively encumbered to the Name’s underwriting liabilities until the obligations
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under the policies for which the premiums were paid have been fulfilled. Underwriting accounts are
audited annually to ensure that assets and liabilities are correctly valued and that assets are sufficient to
meet underwriting liabilities. Normally, profits are distributed annually. Following losses, Names may be
asked to make additional contributions. A trust fund covers the losses of bankrupt Names. A supervisory

committee has authority to suspend or expel members.

Seldom does one syndicate assume all of one large exposure; it assumes part. Thus, an individual Name
typically becomes liable for a small fraction of 1 percent of the total liability assumed in one policy.
Historically, syndicates also reinsured with each other to provide more risk sharing. The practice of
sharing risk through reinsurance within the Lloyd’s organization magnified the impact of heavy losses
incurred by Lloyd’s members for 1988 through 1992. Losses for these five years reached the
unprecedented level of $14.2 billion. Reinsurance losses on U.S. business were a major contributor to
losses due to asbestos and pollution, hurricanes Hugo and Andrew, the 1989 San Francisco earthquake,

the Exxon Valdez oil spill, and other product liabilities.

The massive losses wiped out the fortunes of many Names. In 1953, Lloyd’s consisted of 3,400 Names,
most of whom were wealthy citizens of the British Commonwealth. By 1989, many less wealthy, upper-
middle-class people had been enticed to become Names with unlimited liability, pushing the total number
of Names to an all-time high of 34,000 in 400 syndicates. By mid-1994, only about 17,500 Names and 178
underwriting syndicates (with just ninety-six accepting new business) remained. As a result of the
mammoth total losses (and bankruptcy or rehabilitation for many individual members), Lloyd’s had
reduced underwriting capacity and was experiencing difficulty in attracting new capital. What started in a

coffeehouse was getting close to the inside of the percolator.

Among Lloyd’s reforms was the acceptance of corporate capital. By mid-1994, 15 percent of its capital was
from twenty-five corporations that, unlike individual Names, have their liability limited to the amount of
invested capital. Another reform consisted of a new system of compulsory stop-loss insurance designed to

help members reduce exposure to large losses. Reinsurance among syndicates has ceased.
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Other forms of insurance entities that are used infrequently are not featured in this textbook.

Banks and Insurance

For decades, savings banks in Massachusetts, New York, and Connecticut have sold life insurance in one
of two ways: by establishing life insurance departments or by acting as agents for other savings banks with
insurance departments. Savings banks sell the usual types of individual life insurance policies and
annuities, as well as group life insurance. Business is transacted on an over-the-counter basis or by mail.
No agents are employed to sell the insurance; however, advertising is used extensively for marketing.

Insurance is provided at a relatively low cost.

Many savings and loan associations have been selling personal property/casualty insurance (and some life
insurance) through nonbanking subsidiaries. Commercial banks have lobbied hard for permission to both
underwrite (issue contracts and accept risks as an insurer) and sell all types of insurance. Approximately
two-thirds of the states have granted state-chartered banks this permission. At this time, national banks

have not been granted such power.

In November 1999, State Farm Mutual Automobile Insurance Company opened State Farm Bank. At the
time of this writing, State Farm has banking services in eleven states—Alabama, Arizona, Colorado,
Illinois, Indiana, Mississippi, Missouri, New Mexico, Nevada, Utah, and Wyoming—and plans to expand
to all fifty states. The banking division benefits from State Farm’s 16,000 agents, who can market a full

range of banking products. !

The U.S. Supreme Court approved (with a 9—0 vote) the sale of fixed-dollar and variable annuities by
national banks, reasoning that annuities are investments rather than insurance. Banks are strong in

annuities sales.

Captives, Risk Retention Groups, and Alternative Markets

Risk retention groups and captives are forms of self-insurance. Broadly defined,

a captive insurance company is a company that provides insurance coverage to its parent company
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and other affiliated organizations. The captive is controlled by its policyholder-parent. Some captives sell
coverage to nonaffiliated organizations. Others are comprised of members of industry associations,

resulting in captives that closely resemble the early mutual insurers.

Forming a captive insurer is an expensive undertaking. Capital must be contributed in order to develop a
net worth sufficient to meet regulatory (and financial stability) requirements. Start-up costs for licensing,
chartering, and managing the captive are also incurred. And, of course, the captive needs constant
managing, requiring that effort be expended by the firm’s risk management department and/or that a

management company be hired.

To justify these costs, the parent company considers various factors. One is the availability of insurance in
the commercial insurance market. During the liability insurance crisis of the 1980s, for example, pollution
liability coverage became almost nonexistent. Chemical and other firms formed captives to fill the void.
Today, there is a big push for captives after the losses of September 11. Another factor considered in
deciding on a captive is the opportunity cost of money. If the parent can use funds more productively (that
is, can earn a higher after-tax return on investment) than the insurer can, the formation of a captive may
be wise. The risk manager must assess the importance of the insurer’s claims adjusting and other services
(including underwriting) when evaluating whether to create a captive. Insurers’ services are very
important considerations. One reason to create a captive is to have access to the reinsurance market for
stop-loss catastrophic coverage for the captive. One currently popular use of captives is to coordinate the
insurance programs of a firm’s foreign operations. An added advantage of captives in this setting is the
ability to manage exchange rate risks as well as the pure risks more common to traditional risk managers.

Perhaps of primary significance is that captives give their parents access to the reinsurance market.

Captive managers in Bermuda received many inquiries after September 11, 2001, as U.S. insurance buyers
searched for lower rates. The level of reinsurance capacity is always a concern for captive owners because
reinsurers provide the catastrophic layer of protection. In the past, reinsurance was rather inexpensive for

captives.
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A special form of self-insurance is known as a risk retention group.” An interesting example of the
risk retention group in practice is the one formed recently by the airline industry, which suffered
disproportional losses as a result of September 11, 2001. A risk retention group designed to cover
passenger and third-party war risk liability for airlines gained regulatory approval in Vermont. *® The risk
retention group for airlines is named Equitime, and it was formed by the Air Transport Association (ATA),
a Washington, D.C.-based trade group, and Marsh, Inc. (one of the largest brokerage firms worldwide).
Equitime offers as much as $1.5 billion in combined limits for passenger and third-party war risk liability.
Equitime’s plan is to retain $300 million of the limit and reinsure the balance with the federal
government. The capitalization of this risk retention group is through a private placement of stock from

twenty-four airlines belonging to the ATA and about fifty members of the Regional Airline Association. "’

Alternative markets are the markets of all self-insurance programs. Captives and group captives will see
steady growth in membership. In addition, governmental risk pools have been formed for
governmental entities to provide group self-insurance coverage such as the Texas Association of School
Boards (TASB), municipals risk pools, and other taxing-authorities pools. TASB, for example, offers to the
Texas school districts a pooling arrangement for workers’ compensation and property, liability, and health
insurance. Public risk pools have a large association, the Public Risk Management Association (PRIMA),

which provides support and education to public risk pools.

Government Insuring Organizations

Federal and state government agencies account for nearly half of the insurance activity in the United
States. Primarily, they fill a gap where private insurers have not provided coverage, in most cases, because
the exposure does not adequately meet the ideal requisites for private insurance. However, some
governmental programs (examples include the Maryland automobile fund, state workers’ compensation,
insurance plans, crop insurance, and a Wisconsin life plan) exist for political reasons. Government
insurers created for political goals usually compete with private firms. This section briefly summarizes

state and federal government insurance activities.
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State Insuring Organizations

e All states administer unemployment compensation insurance programs. All states also have
guaranty funds that provide partial or complete coverage in cases of insurance company failure
from all insurers in the market. This ensures that the results of insolvencies are not borne solely
by certain policyowners. Covered lines of insurance and maximum liability per policyowner vary
by state. Financing is provided on a postloss assessment basis (except for preloss assessments in
New York) by involuntary contributions from all insurance companies licensed in the state. An
insurer’s contributions to a particular state are proportionate to its volume of business in the
state. No benefits are paid to stockholders of defunct insurers. The funds are responsible for the
obligations of insolvent companies owed to their policyowners.

e Eighteen states have funds to insure worker’s compensation benefits. Some funds are
monopolistic, while others compete with private insurers.

e Several states provide temporary nonoccupational disability insurance, title insurance, or medical
malpractice insurance. Many states provide medical malpractice insurance (discussed in
upcoming chapters) through joint underwriting associations (JUAS), which provide coverage to
those who cannot obtain insurance in the regular markets. The JUAs are created by state
legislation. If a JUA experiences losses in excess of its expectations, it has the power to assess all
insurers that write liability insurance in the state. However, rates are supposed to be set at a level
adequate to avoid such assessments. Some states have also created JUAs for lawyers and other
groups that have had difficulty finding insurance in the private market.

e Seven states along the Atlantic and Gulf coasts assure the availability of property insurance, and
indirect loss insurance in some states, to property owners of coastal areas exposed to hurricanes
and other windstorms. Insurance is written through beach and windstorm insurance plans that
provide coverage to those who cannot obtain insurance in the regular markets, especially in areas
prone to natural catastrophes and hurricanes. Compliance with building codes is encouraged for
loss reduction.

e The state of Maryland operates a fund to provide automobile liability insurance to Maryland
motorists unable to buy it in the private market. The Wisconsin State Life Fund sells life

insurance to residents of Wisconsin on an individual basis similar to that of private life insurers.
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In recent years, several states have created health insurance pools to give uninsurable individuals

access to health insurance. Coverage may be limited and expensive.

Federal Insuring Organizations

e The Social Security Administration, which operates the Social Security program, collects more
premiums (in the form of payroll taxes) and pays more claims than any other insurance
organization in the United States. The Federal Deposit Insurance Corporation insures depositors
against loss caused by the failure of a bank. Credit union accounts are protected by the National
Credit Union Administration. The Securities Investor Protection Corporation covers securities
held by investment brokers and dealers.

e The Federal Crop Insurance Corporation provides open-perils insurance for farm crops. Policies
are sold and serviced by the private market. The federal government provides subsidies and
reinsurance.

e The Federal Crime Insurance Program covers losses due to burglary and robbery in both personal
and commercial markets.

e Fair Access to Insurance Requirements (FAIR) plans have been established in a number of states
under federal legislation. They are operated by private insurers as a pool to make property
insurance available to applicants who cannot buy it in the regular market. Federal government
reinsurance pays for excessive losses caused by riots and civil disorder.

e The National Flood Insurance Program provides flood insurance through private agents in
communities that have met federal requirements designed to reduce flood losses. (See Chapter 1
"The Nature of Risk: Losses and Opportunities” for a description of the federal flood insurance.)

e The Veterans Administration provides several programs for veterans. Several federal agencies
insure mortgage loans made by private lenders against losses due to borrowers failing to make
payments. The Pension Benefit Guaranty Corporation protects certain retirement plan benefits in
the event the plan sponsor fails to fulfill its promises to participants. The Overseas Private
Investment Corporation (OPIC) protects against losses suffered by U.S. citizens through political

risks in underdeveloped countries.
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KEY TAKEAWAYS

In this section you studied the different types of insurance:
e Personal, group, or commercial

Life/health or property/casualty

e Private insurer or a government agency?

e Purchased voluntarily or involuntarily?

e Insurers’ Corporate structure: stock insurers; mutual insurers; Lloyd’s of London;
Banks and Insurance; Captives, Risk Retention Groups; Alternative Markets

e Government insuring organizations

DISCUSSION QUESTIONS

1. What types of insurance are available?

2. What are the main organizational structures adopted by insurance companies?

3. Why is the government involved in insurance, and what are the governmental
insuring organizations listed in this section?

4. What is demutualization?

[1] Arthur D. Postal, “Decision On Demutualization Cost Basis Sought,” National Underwriter,
Life and Health Edition, March 25, 2005. Accessed March 5,

2009.http://www.nationalunderwriter.com/lifeandhealth/nuonline/032805/L12decision.asp.

[2] An exception: national commercial banks in communities of less than 5,000 have, for many

years, had the right to sell insurance.

[3] Mark E. Ruquet, “Insurer-Bank Integration Stampede Unlikely,” National Underwriter,

Property & Casualty/Risk & Benefits Management Edition, April 23, 2001.

[4] Lisa S. Howard, “Tight Re Market Puts Heat On Fronts,” National Underwriter, Property &
Casualty/Risk & Benefits Management Edition, March 4, 2002.
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[5] President Reagan signed into law the Liability Risk Retention Act in October 1986 (an
amendment to the Product Liability Risk Retention Act of 1981). The act permits formation of
retention groups (a special form of captive) with fewer restrictions than existed before. The
retention groups are similar to association captives. The act permits formation of such groups in
the United States under more favorable conditions than have existed generally for association
captives. The act may be particularly helpful to small businesses that could not feasibly self-

insure but can do so within a designated group.

[6] “Vermont Licenses Industry-Backed Airline Insurer,” BestWire, June 11, 2002.

[7] Sue Johnson, “Airline Captive May Be Formed in Second Quarter,” Best’s Review, March
2002. See also the document created by Marsh to explain the program along with other
aviation protection programs (as of August 14, 2002)

athttp://www.marsh.se/files/Third%20Party%20War%20Liability%20Comparison.pdf.

[8] For detailed information about PRIMA, search its Web site

athttp://www.primacentral.org/default.php.
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6.5 Appendix: More Exposures, Less Risk

Assume that the riskiness of two groups is under consideration by an insurer. One group is comprised of
1,000 units and the other is comprised of 4,000 units. Each group anticipates incurring 10 percent losses
within a specified period, such as a year. Therefore, the first group expects to have one hundred losses,
and the second group expects 400 losses. This example demonstrates a binomial distribution, one where
only two possible outcomes exist: loss or no loss. The average of a binomial equals the sample size times

the probability of success. Here, we will define success as a loss claim and use the following symbols:

e n=samplesize
e p = probability of “success”
e (= probability of “failure”=1—p

e nNXxp=mean
For Group 1 in our sample, the mean is one hundred:
e (1,000) x (.10) =100
For Group 2, the mean is 400:
e (4,000) x (.10) = 400

The standard deviation of a distribution is a measure of risk or dispersion. For a binomial distribution, the

standard deviation is

V(nxpxq).

In our example, the standard deviations of Group 1 and Group 2 are 9.5 and 19, respectively.
V((1,000) x (1) x (.9)) =9.5

V((4000) % (1) x (.9)) =19
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Thus, while the mean, or expected number of losses, quadrupled with the quadrupling of the sample size,
the standard deviation only doubled. Through this illustration, you can see that the proportional deviation
of actual from expected outcomes decreases with increased sample size. The relative dispersion has been
reduced. The coefficient of variation (the standard deviation divided by the mean) is often used as a
relative measure of risk. In the example above, Group 1 has a coefficient of variation of 9.5/100, or 0.095.

Group 2 has a coefficient of variation of 19/400 = 0.0475, indicating the reduced risk.

Taking the extreme, consider an individual (n = 1) who attempts to retain the risk of loss. The person
either will or will not incur a loss, and even though the probability of loss is only 10 percent, how does that
person know whether he or she will be the unlucky one out of ten? Using the binomial distribution, that
individual’s standard deviation (risk) is a much higher measure of risk than that of the insurer. The
individual’s coefficient of variation is .3/.1 = 3, demonstrating this higher risk. More specifically, the risk

is 63 times (3/.0475) that of the insurer, with 4,000 units exposed to loss.
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6.6 Review and Practice

1. How can small insurers survive without a large number of exposures?

2. Professor Kulp said, “Insurance works well for some exposures, to some extent for many, and not at
all for others.” Do you agree? Why or why not?

3. Insurance requires a transfer of risk. Risk is uncertain variability of future outcomes. Does life
insurance meet the ideal requisites of insurance when the insurance company is aware that death is a
certainty?

4. What are the benefits of insurance to individuals and to society?

5.  What types of insurance exist? Describe the differences among them.

6. What are the various types of insurance companies?

7. What are the various types of insurance corporate structures?

8. Hatch’s furniture store has many perils that threaten its operation each day. Explain why each of the
following perils may or may not be insurable. In each case, discuss possible exceptions to the general
answer you have given.

a. The loss of merchandise because of theft when the thief is not caught and Hatch’s cannot
establish exactly when the loss occurred.

b. Injury to a customer when the store’s delivery person backs the delivery truck into that
customer while delivering a chair.

c. Injury to a customer when a sofa catches fire and burns the customer’s living room.
Discuss the fire damage to the customer’s home as well as the customer’s bodily injury.

d. Injury to a customer’s child who runs down an aisle in the store and falls.

e. Mental suffering of a customer whose merchandise is not delivered on schedule.

Jack and Jill decide they cannot afford to buy auto insurance. They are in a class with 160
students, and they come up with the idea of sharing the automobile risk with the rest of the students.
Their professor loves the idea and asks them to explain in detail how it will work. Pretend you are

Jack and Jill. Explain to the class the following:
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a. If you expect to have only three losses per year on average (frequency) for a total of

$10,000 each loss (severity), what will be the cost of sharing these losses per student in

the class?

b. Do you think you have enough exposures to predict only three losses a year? Explain.
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Chapter 7
Insurance Operations

The decision to seek coverage is only the first of many important choices you will have to make about
insurance. Whether you are acting as your own personal risk manager or on behalf of your business, it will
help you to know how insurance companies work. This chapter will explain the internal operations of an
insurance company and will dispel the notion that insurance jobs are all sales positions. The marketing
aspect of insurance is important, as it is for any business, but it is not the only aspect. An interesting and
distinctive characteristic of insurance is that it is really a business with two separate parts, each equally
important to the success of the operation. One part is the insurance underwriting business; the other is
the investment of the funds paid by insureds.

In this chapter we cover the following:

1. Links

2. Insurance operations: marketing, underwriting, and administration

3. Insurance operations: actuarial analysis and investments

4. Insurance operations: reinsurance, legal and regulatory issues, claims adjusting, and

management

Links

As we have done in each chapter, we first link the chapter to the complete picture of our holistic risk
management. As consumers, it is our responsibility to know where our premium money is going and how
it is being used. When we transfer risk to the insurance company and pay the premium, we get an
intangible product in return and a contract. However, this contract is for future payments in case of
losses. Only when or if we have a loss will we actually see a return on our purchase of insurance.

Therefore, it is imperative that the insurance company be there when we need it. To complete the puzzle
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of ensuring that our holistic risk management process is appropriate, we also need to understand how our
insurance company operates. Because the risks are not transferred to just one insurer, we must learn
about the operations of a series of insurers—the reinsurers that insure the primary insurers. The
descriptions provided in this chapter are typical of most insurers. However, variations should be expected.
To grasp how we relate to the operations of a typical insurer, look atFigure 7.1 "Links between the Holistic
Risk Picture and Insurance Company Operations”. The figure describes the fluid process of the operations
within an insurer. Each function is closely linked to all the other functions, and none is performed in a
vacuum. Itis like a circular chain in which each link is as strong as the next one. Because insurers operate
in markets with major influences, especially catastrophes (both natural and human-made), the external
conditions affecting the insurers form an important part of this chapter. The regulatory structure of
insurers is shown in the second part of the link in Figure 7.1 "Links between the Holistic Risk Picture and
Insurance Company Operations", which separates the industry’s institutions into those that are
government-regulated and those that are non- or semiregulated. Regardless of regulation, however,

insurers are subject to market conditions.

Figure 7.1 Links between the Holistic Risk Picture and Insurance Company Operations
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Thus, when we select an insurer, we need to understand not only the organizational structure of that
insurance firm, we also need to be able to benefit from the regulatory safety net that it offers for our
protection. Also important is our clear understanding of insurance market conditions affecting the
products and their pricing. Major rate increases for coverage do not happen in a vacuum. While past
losses are important factors in setting rates, outside market conditions, availability, and affordability of

products are also very important factors in the risk management decision.
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7.1 Insurance Operations: Marketing, Underwriting,
and Administration

LEARNING OBJECTIVES

In this section we elaborate on the following:

e Marketing activities within different segments of the insurance industry
e The various types of agency relationships

e How agents and brokers differ

e The major features of underwriting

Marketing

We begin with marketing despite the fact that it is not the first step in starting a business. From a
consumer’s point of view, it is the first glimpse into the operations of an insurer. Insurance may be bought
through agents, brokers, or (in some cases) directly from the insurer (via personal contact or on the
Internet). An agent legally represents the company, whereas a broker represents the buyer and, in half of
the states, also represents the insurer because of state regulations. "' Both agents and brokers are
compensated by the insurer. The compensation issue was brought to the limelight in 2004 when New
York State Attorney General Eliot Spitzer opened an investigation of contingent commissions that brokers
received from insurers; these contingent commissions were regarded as bid rigging. Contingent
commissions are paid to brokers for bringing in better business and can be regarded as profit sharing. As
a result of this investigation, regulators look for more transparency in the compensation disclosure of
agents and brokers, and major brokerage houses stopped the practice of accepting contingency

commission in the belief that clients view the practice negatively.

In many states, producer is another name for both agents and brokers. This new name has been given to
create some uniformity among the types of distribution systems. Because life/health insurance and
property/casualty insurance developed separately in the United States, somewhat different marketing
systems evolved. Therefore, we will discuss these systems separately.
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Life/Health Insurance Marketing

Most life/health insurance is sold through agents, brokers, or (the newest term) producers, who are
compensated by commissions. These commissions are added to the price of the policy. Some insurance is
sold directly to the public without sales commissions. Fee-only financial planners often recommend such
no-load insurance to their clients. Instead of paying an agent’s commission, the client pays the planner a
fee for advice and counseling and then buys directly from the no-load insurer. Unlike the agent, the
planner has no incentive to recommend a high-commission product. Whether your total cost is lower

depends on whether the savings on commissions offsets the planner’s fee.

Some companies insist that their agents represent them exclusively, or at least that agents not submit
applications to another insurer unless they themselves have refused to issue insurance at standard
premium rates. Others permit their agents to sell for other companies, though these agents usually have a

primary affiliation with one company and devote most of their efforts to selling its policies.

The two dominant types of life/health marketing systems are the general agency and the managerial

(branch office) system.

General Agency System

A general agent is an independent businessperson rather than an employee of the insurance company
and is authorized by contract with the insurer to sell insurance in a specified territory. Another major
responsibility is the recruitment and training of subagents. Subagents usually are given the title

of agent or special agent. Typically, subagents are agents of the insurer rather than of the general agent.
The insurer pays commissions (a percentage of premiums) to the agents on both new and renewal
business. The general agent receives an override commission (a percentage of agents’ commissions) on all
business generated or serviced by the agency, pays most of it to the subagents, and keeps the balance for

expenses and profit. Agent compensation agreements are normally determined by the insurer.
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In most cases, the general agent has an exclusive franchise for his or her territory. The primary
responsibilities of the general agent are to select, train, and supervise subagents. In addition, general

agents provide office space and have administrative responsibilities for some customer service activities.

A large number of life/health insurers use personal producing general agents.

A personal producing general agent sells for one or more insurers, often with a higher-than-normal
agent’s commission and seldom hires other agents. The extra commission helps cover office expenses. The
trend is toward an agent representing several different insurers. This is desirable for consumers because a
single insurer cannot have the best products for all needs. To meet a client’s insurance needs more
completely, the agent needs to have the flexibility to serve as a broker or a personal producing general

agent for the insurer with the most desirable policy.

Managerial (Branch Offic